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INTRODUCTION

This book is a collection of the contributions presented at the First Annual
Conference of the Italian Society for Climate Sciences. It has been created with
the ambitious hope to testify the vast interdisciplinary character of climate
change, which contributes in making climate research one of the most intriguing
and important challenges of our time and of the near future for both the Italian
and international scientific communities.

A single volume, in fact, includes contributions that address the issue of climate change and their

implications on ecosystem services and society, proposing perspectives from various disciplines

and converging them into a single integrated and interdisciplinary viewpoint on climate research.

In the following pages, authors from different backgrounds, agencies and institutions, offer useful
information regarding state-of-the-art climate change research, our current ability to know and
understand climate variability, and our ability to carry out projections and forecasts on climate

change and their impacts.

At the same time, the research contained in this volume is evidence of an interdisciplinary research
that is capable of sharing research methods, strategies, and knowledge. This book, therefore
presents a possible way to achieve a common commitment to the analysis and the study of issues

related to the climate and its changes.

While society, policy makers, and the public look to the scientific community in search of
accurate, rigorous and current scientific information, the works collected in this book testify that
climate research requires a greater joint effort in creating a common language that is capable of
networking disciplines. Until now, these disciplines have been accustomed to working separately,
divided by barriers created in the nineteenth century, which today, is not the only way to organize

our knowledge.

This book represents a first step in the search of this new language and of a new spirit of
interdisciplinary interaction, which is one of the main aims that motivate the Italian Society for

Climate Sciences.

Antonio Navarra, SISC President
Co-chair Scientific Committee SISC First Annual Conference
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FOREWORD

It is a great privilege to present the proceedings of the First Annual Conference
of the Italian Society for Climate Sciences (SISC). The proceedings collect the
papers presented during the Conference held in Lecce (Italy) from the 23 to the
24™ of September 2013.

The mission of SISC includes the concept of promoting the convergence of
disciplines and multidisciplinary research. This concept stems from the awareness
that combining the knowledge of different disciplines is essential for understanding all aspects
of climate change and for a comprehensive analysis of its implications on society. We are aware
that there is still much uncertainty about future climate, and we are also aware that progress in
climate science requires innovative research based on the continuous exchange of information

between various sectors of human knowledge.

Therefore, the aim of the first Annual SISC Conference has been to bring together scientists
from different branches of knowledge in climate related science, as well as to foster scientific

dialogue on policy making and strategies regarding adaptation, mitigation and sustainable growth.

The high quality of papers presented at the Conference represents the knowledge and experience
of women and men who are actively working in the advancement of our understanding of
climate sciences.

These papers range from atmospheric studies to forestry and agricultural sciences, from water
resources management to public health, urbanization, and socio-economic studies. Given the
importance of rapid environmental and climate changes, part of the Conference was dedicated
to the discussion on the advancements of theories, observations, and models of atmospheric
and oceanic fluid dynamics. Another session explored and discussed the implications of such
dynamics on ecosystem services, by analyzing, projecting, and evaluating the climate change
impact and extremes on hydrogeological systems, natural ecosystems, and agriculture. In addition,
the Conference included presentations and debates on the translation of the interactions between
climate and the processes concerning ecosystems into economic values.

The first Annual SISC Conference has been successful in attracting Italian and foreign experts of
different disciplines under a unique umbrella that strives to effectively address the advancement

of climate sciences and their implications on environmental and socio-economic systems.

We believe that SISC 2013 has been a benchmark in the exchange of ideas, creativity and the
advancement of innovative interdisciplinary research, by bringing together such outstanding
contributions to the issues of our future climate and the planetary changes driven by human
causes. We are confident that these proceedings will provide an interesting contribution for
turther studies and research in climate science.

Donatella Spano
Co-chair Scientific Committee SISC First Annual Conference

University of Sassari
Euro-Mediterranean Center on Climate Change
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SISC - A SHORT DESCRIPTION

The Italian Society for the Climate Sciences (SISC) was created in 2013 to serve as a meeting point
for scientists from different disciplines, who use climate information for their research: from climatol-
ogists to physicists and chemists, geographers to agronomists, economists to political scientists, and all
scholars that deal with climate-related sciences and their applications.

SISC aims at contributing to scientific progtess and innovation of climatic sciences in Italy by promot-
ing the convergence of disciplines and multidisciplinary research.
The institutional purposes of SISC are mainly to

The world of research:

* to foster the exchange of ideas, the creativity and the development of new interdisciplinary research;

* to promote communication and cooperation between universities and research institutions in Italy,
strengthening the presence of climatic sciences in both Italian universities as well as higher education systems;

* to attract young talents to build a new interdisciplinary scientific community and increase overall
productivity;

* to stimulate and coordinate the Italian contributions to the International programs in the field of
climate sciences;

* to become the reference point and the meeting place for Italian scientists living abroad.

The society:

* to increase the impact of the studies and of the debate on climate issues, giving scientific rigour to
the analysis of climate policies for mitigation and adaptation;

* to promote the dialogue among scientists, policy makers, businesses and citizens to support actions
in the interest of the society and the environment;

* to provide research results to institutions, businesses and citizens.

SISC’s aims are pursued in particular through:

¢ the organization of conferences and debates addressed to the scientific and policy communities;
* the implementation of web-communications;

* the promotion of training courses for young graduates;

¢ collaboration with multidisciplinary doctoral courses on climate sciences.

The SISC association is non-profit and non-advocacy, acts according to ethical principles and
promotes policies for equal opportunities.

GOVERNANCE

Antonio Navarra — President

Carlo Carraro - Vice-President

Simona Masina — Ordinary Member of the Executive Board

Donatella Spano — Ordinary Member of the Executive Board

Riccardo Valentini — Ordinary Member of the Executive Board

Martina Marian — Secretary General | Ordinary Member of the Executive Board
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SCIENTIFIC COMMITTEE

The Scientific Committee of the SISC First Annual Conference is composed by 20 experts
and scientists from climate research areas. They reviewed all the papers received and selected
those works accepted at the Conference, and then published in this volume.

Members of the SISC First Annual Conference Scientific Committee are:
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Carlo Carraro, Universita Ca’ Foscari di Venezia / Euro-Mediterranean Center on Climate
Change

Raffaello Cervigni, World Bank

Marzio Galeotti, Universita degli Studi di Milano
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Piero Lionello, Universita del Salento / Euro-Mediterranean Center on Climate Change
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SISC First Annual Conference

The First Annual Conference of the I talian Society for Climate Sciences is entitled
Climate change and its implications on ecosystem services and society and aims to involve scientists,
researchers, policy makers, Italians and foreigners working in close contact with our
country, whose activities closely affect aspects of climate change and their relationships on

environmental and socio-economic systems.

The Conference aims to create and promote an interdisciplinary platform for discussion
on climate systems and their interactions with the environment and the society. It also aims
to promote a constructive and interdisciplinary dialogue between scientists, policy makers,
service providers and the general public. At the Conference, scientists explore and model
physical-chemical-biological-societal-economic responses to climate change through the most
advanced techniques available and participants foster scientific dialogue on policy making and

strategies regarding adaptation, mitigation, and sustainable growth.

The scientific presentations at the First Annual SISC Conference are divided into three parallel

sessions.

The “Advances in climate science” session holds presentations of papers about theories,
observations, and models of the dynamics of atmospheric and oceanic fluids. In particular,
themes related to climate and environmental changes, forecasts and projections, mesoscale

processes, and extreme events are explored and discussed.

Papers presented under the “Implications on ecosystem services” session address analysis,
projections, models and the evaluation of climate change impact and extreme events on
natural ecosystems and agriculture. This session also addresses changes in land-use and land-
cover, also due to extreme hydrological events, as well as adaptation and mitigation strategies

for hydrological and hydrogeological risks and water resource management.

The “Climate policy and economic assessments” session covers studies that translate the
interactions between climate and the processes concerning ecosystems into economic values.
Strategies for adaptation and mitigation policies are assessed, as well as the impacts of climate
extremes and climate change on public health. Additionally, the theme of climate change and
urbanization, including implications, feedback, and the evaluation of strategies and of public

choices is addressed.
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ENSO Formation over the Equatorial Ocean
Miyakoda K."', Navarra A.% Masina S.? Cherchi A.? Ploshay J.’

' Princeton University - USA,
*CMCC Bologna - Itaby,
*GFDI,, NOAA, Princeton N, [J-USA
“Corresponding anthor: kikuro.miyakoda(@noaa.gov

Abstract

The ENSO (EI Nino-Southern Oscillation) extends horizontally over the equatorial Pacific and the
equatorial Indian Oceans. Based on more than 10 cases of El Nifio, it is noted that a substantial change
took place around 1975, it is associated with the large change in the amount of condensation. In the
cases of El Nifio, a strong eastward current starts at 200~300 m depth in the eastern Indian Ocean, by
a trigger of the Madden-Julian Oscillation in the atmosphere. This ocean current of ENSO spreads
eastward as well as upward to a wide range of depth in the Pacific sector. The strong intensities of the
surface currents over the Pacific are particularly concentrated near the equator. On the other hand, in
the negative ENSO (7e. La Nifia), the opposite direction of currents prevail, which are initiated by the
counter El Nifio activities over the Pacific; the strong westward current is induced over the Indian

Ocean.

Keywords: ENSO, Madden-Julian Oscillation, Equatorial Ocean, Indo-Pacific Ocean, E/ Nisio
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1. INTRODUCTION

In Miyakoda et al. (2012) (hereafter referred to as MNB12), the El Nifio - Southern Oscillation
(ENSO) process was discussed from the standpoint of the atmosphere. One of the main conclusions is
that the ENSO in the atmosphere is formed over the Indian-Pacific sectors (instead of only the Pacific
sector) with the width of 20°N~20°S in meridian, and that the process is characterized as the biennial
oscillation in the tropics. Besides, ENSO is basically an air-sea coupled phenomenon, and, therefore, in
order to simulate or forecast it, the incorporation of the upper ocean in circulation models (GCM-

General Circulation Models) is definitely required.

The domain of ENSO extends from the Indian Ocean to the Pacific Ocean with the Maritime
Continent in the middle. Both lateral ends are bounded by sufficiently high mountains at Africa and
Central America. On the other hand, the mountains in the middle, i.e., the Maritime Continent, are not

so high, and therefore, the special westerly, ie., the Madden-Julian Oscillation (MJO) in the

atmosphere, can go through two areas (see Madden and Julian, 1994). This statement is rephrased as
follows. What is the condition necessary for the ENSO activities to start over the Indian Ocean, to go
through the Maritime Continent, and to develop into a substantial strength of El Nifio over the Pacific

Ocean?

The major issue of this paper is to analyze the results of ocean and atmosphere data assimilation, which
has been obtained by the assimilation scheme of Masina et al. (2004). The main question is how the
ENSO activities are initiated and organized within the frame-work of air-sea interaction. A specific
question is how the atmospheric ENSO effects go through the half blocked area, i.e., the Indonesian
archipelago. The existing observation suggests that the major ENSO effect first goes down to the
depth of about 100 ~400 meter in the equatorial Indian Ocean, the effect then emerges at the surface
of the Pacific Ocean, and the most substantial effect appears between the surface and 500 m depth in
the Atlantic Ocean (Levitus et al., 2000, 2001 and 2009).

Another outstanding event is the 1976 transition of the atmospheric and oceanic state (for example,
Zhang et al., 1997). The rainfall is increased rather suddenly after that year, particularly in the equatorial
belt. The anomalous warmth of the atmosphere has started to cover many parts of the world. Although
this change has been noticed to be more gradual for the atmospheric temperature, it is fairly sudden for

the oceanic temperature. According to Kaplan et al. (2000), the 1976 type evolution of the oceanic
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temperature occurred only once in the past 100 year history ( see Levitus et al., 2000; 2001; Deser et al.,

2004; Ishii et al., 2005).

2. PRECIPITATION ASSOCIATED WITH ENSO EVENTS

We use precipitation data from the reanalysis dataset obtained from the data-assimilation of ECMWF
(European Centre for a Medium-Range Weather Forecasts). This dataset is most appropriate to

describe here (see MNB12).

Fig. 1 shows NDJ mean precipitation anomalies averaged in the tropical Indian-Pacific sector of 20"S-
20°N and 80"E-280"E. The number of data assimilated in ERA-40 re-analyses strongly increased from
the end of the 1970’s, and this may have artificially affected the mean precipitation.. The point of stress

here is that the amount of condensation has increased substantially after about 1975.

Fig. 1: shows ND]J mean precipitation anomalies (mm day-') averaged in the tropical Indo-Pacific sector of 200S-
20N and 80°E-280°E, based on ERA-40 (Kallberg,P. et al, 2005).
Fig. 2 shows the zonal mean NDJ precipitation (mm,day ") in ERA-40. The difference between before

and after 1975 emerges most intensely at the equatorial tropics (9’'N~15"S) with more precipitation in

the second half.

10

94 ERA-40 ' : ©—O pre-1976
o N

@ —@ post-1976

60°N 30°N EQ 30° 6(;°S
Fig. 2: Zonal mean precipitation (mm day!) in NDJ by ERA40 dataset, before and after 1976
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3. ENSO BIENNIAL OSCILLATION

Summarizing the discussion above together with the description of MNB12, we re-define the basic
concepts of ENSO oscillation, which consists of a biennial oscillation. The El Nifio/La Nifia activities
are mainly the equatorial Pacific phenomena, while the oscillation of ENSO takes place over both the

Indian Ocean and the Pacific Ocean.

It is amazing to see the center of a strong eastward anomaly-current at the depth of 200~300 m in the
Indian Ocean. This anomaly current appears in all cases of El Nizo history which are examined in this

paper. Fig.3 is a particular example, which is a cartoon based on the El Nizo case of Dec. 2006.

Fig. 3: A schematic picture of the Indo-Pacific ocean temperature at the initiation of the ENSO. The ocean
temperature (upper) and the monthly anomaly (lower) in units of °C. The arrows indicate the direction of anomaly
components The figure is based on the real data on December, 2006.

The equatorial flow has been studied theoretically for the atmosphere; see Salby et al. (1991) and Salby
and Hendon (1994). However, the issue of MJO in the present paper is about the response under the
water. The existing theory of MJO has not discussed this situation yet (see, for example, Zavala-Garay

et. al, 2005).
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The MJO is characterized by coherent eastward propagating atmospheric waves with a period range of
40-50 days, which appears between 10°N and 10°S around the globe (Madden and Julian, 1972; 1994,
Waliser et al., 1999; and Zhang 2005).

The MJO is particularly strong over the Indian and western Pacific Oceans with increased rainfall. This
atmospheric oscillation transmits itself horizontally along the equator, and at the same time the effect
goes down vertically to the depth of 200~300 m in the Indian Ocean. Is there any constraint for the
MJO to reach this depth and develop into El Nino ? This question has not been investigated. Another

question is whether it is possible to predict which year El Nifo starts.

As was described so far, the problem consists of two issues, ze., the MJO and the ENSO. For example,
Shinoda et al. (1998), Hendon (2000), and Wheeler and Hendon (2004) have demonstrated the
experimental prediction of MJO, based on the “comprehensive mixed layer ocean model”. Huang and
Kinter (2002), Guilyardi et al. (2003), and the present paper, try to handle realistic ENSO processes of
the atmosphere and the ocean. In particular, Huang and Kinter (2001) describe the ENSO scenario for
the first time in history as follows. ”A significant zonal shift of the major convection during a large
ENSO event can simultaneously cause anomalous equatorial winds over both the Indian and Pacific

Ocean, which in turn initiate air-sea feedback processes in these two oceans.”

4. ENSO AND THE GLOBAL WARMING

In MNB12, it was concluded that the amount of rainfall is much larger after 1976 than before 1976,
particularly in the equatorial tropics. Is this view applied to the oceanic case ? Schopf and Burgman
(2006) mentioned that “ a simple mechanism that accounts for a change in the decadal scale mean of
ocean temperature is the ENSO process”, and presented the SST anomaly record between 150'E and
80°W for 1860 ~ 2000 (see their Fig. 15). The 1976 transition is even clearer in the case of ocean,
compared with that of atmosphere. The CMIP3 report (Meehl et al. 2009) also mentions that the

transition occurs around 1975 (SST anomalies).

On the other hand, Levitus et al. (2000, 2001 and 2009) investigate the yearly time series of the
observed ocean temperature between the surface and 500 m depth of the world ocean, and describe

that the turning point between negative and positive value is around 1975.

Advances in Climate Science



Gisc s

In particular, according to Levitus et al. (2009), concerning the ocean heat content for the 0~700 m
layer, the largest increase after 1976 is seen in the Atlantic, next in the Pacific, and the least is in the
Indian Ocean.. Ishii et al. (2003) also show (in their Fig. 8) that the temperature anomalies at 162°E-
168°E in the depth of 150 m change their amplitude rather suddenly at about 1976 (the latitudes of
1°S-1°N).

5. CONCLUSIONS

The critical break-out of ENSO can be seen first in the ocean temperature anomaly of the Indian ocean
centered at 200~300 m depth. The oscillations take place over the Indian and Pacific Oceans
dominantly in the months of NDJ (possibly February too). This is true for all 10 cases of ENSO
(therefore, of El Nifio). The key area is the equatorial belt of 5°N-5’S under the ocean surface of the
Indian Ocean. La Nifia occurs over the Pacific Ocean some time after El Nifio as the counter

oscillation.

The El Nifio forecasts consists of two steps, Ze., first, the forecast of the impact of MJO over the
Indian Ocean, and second, the forecast of the outbreak of El Nifio also in the Indian Ocean. On the
other hand, the L.a Nifia forecasts consist of only one step, ze., the forecast of La Nifia over the Pacific

Ocean.

One of the outstanding characters in the equatorial belt of 5'N-5"S is that most of phenomena are
reproducible or predictable, compared with those at the higher latitudes, and also compared with those

in the atmosphere.

The second issue is the ENSO and the global warming. A most dramatic thing happened in the ocean
and atmosphere around 1976. For the atmosphere, the increase of precipitation started around 1976.
For the ocean, the increase in the ocean temperature occurred near the equator, at least, between the
surface and 500 m depth, first in the Indian Ocean, secondly in the Pacific Ocean, and thirdly in the
Atlantic Ocean, though for the magnitude, the largest is in the Atlantic Ocean, the second is in the

Pacific, and the smallest is in the Indian Ocean (see Levitus et al. 2009).
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Abstract

The North Pacific Oscillation is known to drive the North Pacific Gyre Oscillation (NPGO), and to
excite Rossby waves that propagate the NPGO signature from the central North Pacific into the
Kuroshio Extension (KE) region. This, in turn, is suggested to be the cause of the synchronization
between the NPGO and the KE decadal bimodality as observed from satellite altimetry. In this
communication modelling studies are presented supporting the hypothesis that such synchronization
results from the excitation -via the Rossby wave field- of a KE relaxation oscillation, whose spatial
structure and evolution is basically due to a highly nonlinear intrinsic oceanic mechanism. This is
therefore a case of intrinsic variability paced by an external forcing, which is likely to be a common

behaviour in climate dynamics.

Keywords: Kuroshio Exctension; North Pacific Oscillation; intrinsic variability; coberence resonance; synchronigation

Advances in Climate Science 11



Gisc s

The Kuroshio Extension (KE) is a highly stratified, eastward-flowing free inertial meandering jet
formed by the confluence of the Kuroshio and Oyashio western boundary currents (Fig. 1); it

constitutes, therefore, a front separating the warm subtropical and cold subpolar waters of the North

Pacific Ocean [1].

Fig. 1: Left panel: surface dynamic height field (cm) relative to 1000 dbar; colored map shows the bathymetry
(from [2]). Right panels: (a): potential density along a KESS leg-1 transect across the KE system. (b): downstream
velocity measured by shipboard ADCP along a KE section (adapted from [1]).

The KE displays a decadal variability of bimodal character connecting a zonally elongated, fairly stable,
energetic meandering jet (the so-called elongated mode, Fig. 2¢) and a much weaker, highly variable and
convoluted jet with a reduced zonal penetration (the so-called contracted mode, Fig. 2a) [2,3].
Understanding the mechanisms that produce such low-frequency variability is relevant not only from a
purely oceanographic viewpoint but also from a more general climatic perspective, as KE fluctuations
are associated with vigorous air-sea heat exchanges known to affect considerably the variability of the

midlatitude coupled ocean-atmosphere system in the North Pacific region and beyond.

Qiu and Chen [2] noticed that the first KE bimodal cycle (BC) observed through altimeter data was in
synchrony with the arrival of baroclinic Rossby waves that propagated the Pacific Decadal Oscillation

(PDO) signature from the central and eastern North Pacific into the KE region. This was confirmed
also for the second documented cycle in a subsequent paper [3]: during the positive PDO phase (or
negative North Pacific Gyre Oscillation -NPGO- phase, [4]), the intensified Aleutian Low generates

negative SSH anomalies in the eastern North Pacific that propagate to the west as baroclinic Rossby

waves: their arrival in the KE region is found to be in phase with the weakening and southward shift of
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the KE jet, which marks the beginning of the so-called contracted mode. Naturally, it is of fundamental

importance to identify the physical mechanisms that lead to this atmosphere-ocean mode of variability.

A first fundamental question arises to this respect: is the KE low-frequency variability directly shaped
by the incoming Rossby wave field, or is it due to a nonlinear intrinsic mode of the ocean system? The

KE jet is a sharp ocean front, so the dramatic changes observed in its BC cannot be due to a linear
superposition of a spatially broad field of Rossby waves, as cleatly shown in [2]. On the other hand, an
idealized KE reduced-gravity jet obtained in the eddy-permitting primitive equation process study by
Pierini [5,6] yielded a decadal chaotic relaxation oscillation (RO) under steady climatological wind
forcing in substantial agreement with altimeter observations (Fig. 2; see [7] for a detailed model-data

comparison).
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Fig. 2: (a,c): annually averaged sea surface height maps derived from altimeter data by Qiu and Chen [2] for the
years 1997, 2002. (b,d): corresponding model analogues obtained by Pierini [5]. (e): time series of three modeled
cycles of the KE kinetic enetgy (adapted from [ 2] and [5]).

This supports the hypothesis that the KE bimodality is essentially due to a highly nonlinear intrinsic
RO (that may be self-sustained), in which the basic state (essentially the contracted mode) can
spontaneously evolve through the various stages of the BC until the original state is recovered, the
gross features of such evolution being basically unaffected by the wind forcing (substantially the same
hypothesis was also supported by OGCM hindcasts [8-9]). In [5,7] it was shown that the KE RO is

self-sustained in a parameter range past a homoclinic bifurcation in state space (a "tipping point"). Fig.
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3 shows the bifurcation map with 4, (the lateral eddy viscosity) chosen as the control parameter (left

panel), and the dramatic change of the system's behavior when the tipping point is passed (right panel).

Fig. 3: Left panel: bifurcation diagram with Ag as the control parameter. Right panel: time series of the KE
kinetic energy Ea (a) and projection of flow trajectory onto the Ep — Ea plane (Ep is the energy of the Kuroshio
south of Japan) (b), for Au=240 m? s! (blue line) and Ap=235 m? s’! (red line). (c): probability density function on
the Eg — E4 plane for Ap=240 m? s-! (lower panel) and Ay=235 m? s-! (upper panel; adapted from [7]).

In this scenario the KE bimodality must therefore be the manifestation of a nonlinear intrinsic ocean

mode excited by a Rossby wave train. Based on their multidecadal hindcast by the OGCM for the
Earth Simulator (OFES), Taguchi et al. [8] suggested that the broadscale Rossby waves generated by
the basin-scale wind variability excite intrinsic modes of the KE jet, thus reorganizing the SSH
variability in space. [3,9] shate the same view, and point to the role played by mesoscale eddies and
related feedbacks in the KE dynamics. An approach to the problem based also on the powerful
concepts of dynamical systems theory was adopted by Pierini [10]: in that study the KE RO [5], that
emerges spontaneously beyond the tipping point, can arise even below that threshold under an
appropriate red noise wind forcing according to the coherence resonance mechanism (e.g., [11]). That
case constitutes a paradigm of the observed synchronization described above, which is likely to be quite
common in climate dynamics [12]. To study the same problem on a more conceptual level, a low-order
ocean model was developed by Pierini [13]: the combined effect of coherence resonance and of a
periodic forcing could then be analyzed, and general aspects of noise effects on abrupt climate

transitions were investigated [14].

Although a consensus on the validity of this dynamical mechanism seems to have been reached, it is

rather surprising that model studies showing a correct combination of KE bimodality and timing are
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not yet available (e.g., [9, 15, 16]). In connection to this, Pierini [17] has developed a process study
based on the North Pacific Ocean circulation model [5] in which both the KE bimodality and its
synchronization with the NPGO in significant agreement with observations are obtained. The model
includes a time-dependent North Pacific Oscillation (NPO, the second dominant mode of sea level
pressure variability in the North Pacific) forcing component, which was derived from the NPGO under

the assumption that the latter reflects the NPO with no lag.

In the reference simulation the model captures the main features of both the KE bimodality and its
teleconnection with the NPO variability via the Rossby wave field. This is shown in Fig. 4 by means of
the KE path length: the recharging phase shown by the large amplitude oscillations starts almost a year
before (after) the actual beginning in the first (second) BC, and its duration in the first cycle is shorter

than the real one (as already noted by [7]), but overall the undetlying dynamics, teleconnection and

synchronization are in significant agreement with data [17].

A series of sensitivity numerical experiments are also carried out in [17]. The model response to
variations of the zonal location of the NPO forcing shows that the synchronization and teleconnection
evidenced in the reference simulation are robust model features. Another sensitivity experiment shows

that the emergence of the KE bimodality with a correct timing is extremely sensitive to changes in the

Fig. 4: Upper panel: NPGO index (ted line, courtesy of E. Di Lotrenzo [4]) and time dependence of the wind
forcing used in [17] (blue line). Central panel: upstteam KE path length detived from altimeter data (updated
time series to Qiu and Chen [2-3], ptivate communication). Bottom panel: modeled upstream KE path length
obtained by Pierini [17].
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dissipative parameterization. If dissipation is too high, ROs cannot emerge at all; if, on the other hand,
dissipation is too low, the self-sustained nature of the ROs leads to a distorted synchronization, with a
consequent lack of agreement with observations. It is important to stress that these two opposite
scenarios correspond to a variation in the weight of dissipation of just ~15%. Such extreme sensitivity
is suggested to be the main cause of the absence of a correct KE low-frequency variability in state-of-
the-art OGCM simulations of the North Pacific Ocean. That sensitivity is also conjectured to be a
model artifact, whose appearance may not, in fact, be limited to relatively idealized models such as the

pICSCHt one.

In conclusion, the complex mechanism emerged in this study is interpreted in terms of dynamical
systems theory as a case of intrinsic variability in an excitable dynamical system triggered (and therefore
paced) by an external forcing in a parameter range preceding the tipping point beyond which the
intrinsic variability is self-sustained. This same mechanism is considered for the explanation of

fundamental climate phenomena, such as the occurrence and timing of the glacial-interglacial cycles,

the Heinrich and Dansgaard-Oeschger events, and the Atlantic multidecadal variability (e.g., [12, 18]).
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Abstract

The Equatorial Undercurrent (EUC) is the major source of iron to the equatorial Pacific and it is
sensitive to climatic changes as other components of the tropical Pacific. This work proposes a
methodology based on a Lagrangian approach aimed at understanding the changes in the transport of
iron rich waters to the EUC in a future climate change scenario, using climate model data from an
Earth system model. A selected set of regions from the northern and southern extra-equatorial Pacific
has been chosen. These regions are characterized by the presence of iron sources from continental
shelf processes like the Papua New Guinea region and atmospheric deposition like the northern
subtropical gyre. The trajectories that reach the EUC during the 20th and the 21st century departing
from these areas have been analysed using a set of statistics designed to determine variations in the
amount of transport and in the travel times of the water masses. The transport of waters to the EUC
from the north Pacific subtropical gyre and from the Bismarck Sea is projected to increase during the
21st century. The increase is particularly significant for water masses from the northern subtropical
gyre, with travel times lower than 10 years in the second half of the 21st century. This increased
interaction between the extra-tropics and the EUC may bring additional iron-rich waters in the high-
nutrient low-chlorophyll region of the equatorial Pacific compatibly with the significant increase of the
simulated net primary production found in the biogeochemical model, thus partly offsetting the

anticipated decrease of production implied by the surface warming.

Keywords: Equatorial circulation; Equatorial Undercurrents; Iron; Primary production; Lagrangian method
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1. INTRODUCTION

The Equatorial Undercurrent (EUC) is one of the major circulation patterns in the equatorial Pacific,
flowing within the thermocline at around a 180 m depth and outcropping in proximity of the

Galapagos Islands.

The origin of the EUC waters has been identified by means of modelling studies ([4]; [5]; [0]), which

have revealed the contributions both from northern and southern sources off the equator [4].

The EUC plays a major role in controlling the biogeochemistry of the equatorial Pacific [7], via changes
in the supply of dissolved iron (e.g. [2]). The area of upwelling in the eastern equatorial Pacific is a high
nutrient low chlorophyll region where productivity is limited by iron. The iron found in the current has
been shown to mostly originate in the western basin and its lithological characteristics have suggested

its association with sedimentary sources from the Papua New Guinea shelves.

The equatorial Pacific is an important region to be considered for climate change studies, as it is
expected to be quite sensitive to future climate change. These changes in the oceanic physical features
are anticipated to impact the biological production of the equatorial ecosystem. It is likely that
contrasting biological patterns may occur: for instance, [10] found a particularly evident increase in the
simulated equatorial net primary production at the end of the 21st century using two different emission
scenarios, the A1B and a 450 ppm stabilization scenario and they suggested a link with changes in the
iron transport through the EUC. It is therefore of interest to investigate whether the intensity of the
EUC water mass transport is affected by climate change and how this may impact the supply of iron
from the known extra-equatorial sources. This work construct a diagnostic analysis based on a
combination of Lagrangian particle tracking and statistical tools that have been applied to the results of
an Earth system model (ESM) forced with a climate change scenario. Of all the regions of the Pacific
Ocean that have been identified as sources or important pathways of the EUC waters [4], we have
considered a subset of those that may also provide a sustained iron input to the ocean, classifying them
into regions of shelf (riverine or sedimentary) and atmospheric sources. The diagnostic tool is
composed of a two-stage process. Initially, from the selected Pacific regions, a set of water mass
trajectories have been evolved over the simulation period using a Lagrangian algorithm, which allows to
compare their pathways to previous works on the sources of the EUC. Subsequently, a set of statistics
has been designed and applied to the trajectory data to quantify the changes in the mass transport over

the 20th and 21st centuries.
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2. METHODS

The model used in this work is the INGV-CMCC carbon cycle Earth system model ([3]; [10]), a
coupled climate model which represents explicitly the carbon cycle on land and in the ocean with
detailed marine biogeochemical processes. The oceanic component of the model is PELAGOS ([11],
[12]; [13]), a coupling between the ocean general circulation model OPAS8.2 (Madec et al., 1999) and
the biogeochemical flux model [11]. It is solved on the curvilinear grid ORCAZ2, with a resolution of 2°
of longitude and a variable mesh of 0.5-2° of latitudes. The vertical grid has 31 levels with variable

depth and a constant 10 m step in the top 100 m.

In this study we have used model outputs consisting of monthly averages of the zonal, meridional and
vertical velocities as well as temperature and salinity fields for the period from January 1900 to
December 2099. The future scenario simulation (2000-2099) has been forced by the SRES A1B
emission scenario. Biogeochemical model data at monthly resolution have been used to analyse the iron

distribution and the response of phytoplankton production to climate change.

Lagrangian trajectories of water masses have been computed from these physical ocean model data

using the ARTANE Lagrangian integrator ( [1] http://stockage.univ-brest.fr/grima/Ariane/).

Three different areas have been chosen among the various regions of EUC water sources (Fig. 1): a
broad region of the subtropical north Pacific gyre as representative of iron enrichment from
atmospheric deposition, and two continental shelf regions from the southern Pacific. The Bismarck Sea
is a closed sea directly in contact with the Papua New Guinea shelves and it is a region where iron
sources are mostly due to bottom enrichment processes. The Solomon Sea is also a continental shelf
sea, but in the model it is in direct contact with the southern subtropical gyre. It is important to
remember here that there is no explicit parameterization of iron sources from bottom sediments in the
current model, and therefore the concentration in the continental shelf areas is lower than observed
(e.g. [8)]).

More than 1000 seeding locations were implemented in the northern subtropical gyre area between
150°E-130°W and 20°N—40°N (pink area in Fig. 1). The points are equally spaced on a regular grid
with 101 zonal points and 11 meridional points. All particles were placed at the same depth of 100 m.
That is close to the base of the mixed layer, in order to catch the dynamics of water masses that have

recently ventilated. About 200 seeding locations were implemented in the Bismarck Sea between

137°E~155°E and 2°S-5°S (yellow area in Fig. 1). Given the focus on shelf processes, the seeding
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locations have been placed at different depths (every 50 m from 150 to 350 m) on a regular grid with 11

zonal points and 6 meridional points.

The Solomon Sea area is located between 152°E~162°E and 6°S—12°S (shown in cyan in Fig. 1). The
seeding locations are on a regular grid of 6 zonal points and 6 meridional points placed at the same

depth levels of the previous case.

The seeding frequency was every six months from January 1900 until June 2099 resulting in a sample of
597,600 seeded particles. Particles were considered as belonging the EUC when their trajectory crossed
from west to east a closed volume with longitude between 155°W and 165°W, latitude between 3°S and

3°N and depth between 0 and 350 m (the blue area in Fig. 1 hereafter called EUC-box).

3. LAGRANGIAN RESULTS

We analyze trends in the water mass transport from the tropical and extratropical areas to the
equatorial region by plotting the mean monthly arrivals in the EUC-box (Fig. 2). The arrivals from the
north Pacific subtropical gyre area (Fig. 2a) show an evident trend for particles whose travel time does
not exceed 10 years. The overall trend for particles that travel up to 5 years is a 27% increase of arrivals
per century, and 150% increase per century if the regression is restricted to 2050-2099. For particles

traveling 5 to 10 years, the 2050-2099 trend drops to a 74% increase per century.

For the particles seeded in the Bismarck Sea (Fig. 2b) the results are analogous: the particles that travel
up to two years show an overall 10% increase per century of arrivals in the EUC-box, and a 30%
increase per century restricting the regression to 2050-2099. Particles that arrive having traveled for

more than two years do not show evident trends.

The particles seeded in the Solomon Sea (Fig. 2c¢) do not show evident trends on any time scale.
However, if the Solomon Sea launch area is divided into two sub-domains, W and E of 155°, and the
statistic is made separately for the particles seeded in each subdomain, then the particles launched in
the western subdomain show an overall 9% increase of arrivals per century into the EUC-box, and the
particles launched in the eastern subdomain show an overall 11% decrease when counting arrivals

within two years from seeding.

The total number of arrivals in the EUC-box in the 20th century is always lower than in the 21st

century, but the difference is small, particularly for the southern sources. To estimate whether the
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differences between the centuries are statistically significant, we used a jack-knife procedure, which
consists randomly subsampling 10% of the particle pathways from each seeding region for each
century. The distribution of the fraction of arrived particles for each century is shown in Fig. 3 for both
the 20th and the 21st century. There is no ovetrlap in the histograms from the north Pacific
subsamplings (Fig. 3a), indicating that arrivals in the 20th century are always less than in the 21st
century subsamples. For the particles starting in the Bismarck Sea (Fig. 3b), the empirical distributions
from the two centuries are also separated, but there is a small overlap. Finally in the case of Solomon
Sea (Fig. 3¢) the overlap is much more significant and the Mann-Whitney U test gives about 30% of

probability that the two datasets are statistically indistinguishable.

The above statistics are a strong clue that the model exhibits a genuine centennial trend in two out of

three cases.

It is also interesting to quantify the typical travel time of the particles that arrive in the EUC-box from
the seeding regions. In Fig. 4 the number of particles arrived in the EUC-box is plotted as a function of
their travel time and period of seeding (grouped in bins of 10 years). For the north Pacific area it is

clear that the bulk of arrivals corresponds to particles that have traveled between 5 and 10 years.

The distribution of arrival times from the northern subtropical gyre changes after year 2050, with the
shorter travel times becoming more frequent, as already suggested by the results of Fig. 2a. For the
Bismarck and Solomon Sea areas are (Fig. 2b and c) the highest frequency corresponds to particles that
have traveled less than 2 years. In these cases, travel times show a much smaller change during the 21st

century.
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4. DISCUSSION

The Lagrangian analysis of coupled model simulations revealed that during the 21st century there is a
statistically ~ significant increase of water mass transport to the EUC both from the northern

subtropical gyre and from the southern boundary sources.

In fact, even if is weaker that the one detected in the north there is an increase in the number of arrivals
from the seeding region located in the Bismarck Sea surrounding the Papua New Guinea shelves. By
dividing the seeding area in two sub section we notice that in the west part (boundary section) there is
actually an increase in the number of arrivals similar to the one detected from the northern sources

while in the east part (interior pathways) there is a weak negative trend.

This is also valid for the Solomon Sea shelf, which represents the region more in contact with the open
southern subtropical gyre. Here the statistical analysis presented did not detect any significant increase
in the transport of water masses to the EUC although by dividing the seeding area as in the previous

case we found two opposite weak trends that balance each other.

Under a future climate change scenario, in addition to the increased transport, we found that there is a

substantial rise in the number of particles reaching the EUC within 10 years from their seeding.

[10] linked the increase of net primary production (NPP) and inorganic carbon uptake found in the
model results in the eastern equatorial Pacific to changes in the EUC transport features. Our
Lagrangian analysis is consistent with the hypothesis that the primary production increase observed in

the model is due to an increment of iron-rich water transport through the EUC.
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7. FIGURES

Fig. 1: Regions of particle seedings and examples of particle trajectories to the equatorial region. The large pink
rectangle is the seeding area identified as the northern subtropical gyre area. The yellow irregular polygon
represents the seeding area in the Bismarck Sea. The cyan rectangle represents the seeding area in the Solomon
Sea and the small violet rectangle is the EUC-box where arrivals are counted.
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Fig. 2: Monthly arrivals of particles in the EUC-box, averaged with a 10 year running mean and normalized with
the time series mean for (a) the northern subtropical gyre, (b) the Bismarck Sea and (c) the Solomon Sea. The
curves show particle arrivals with travel times in the intervals 0-5 years (blue), 5-10 years (red), 10-20 years
(gteen) and 20-40 years (black) for panel a and 0-2 years (blue), 2—4 years (red), 4-8 years(green) and 8-16 years
(black) for panels b and c.
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Fig. 3: Results of a jack-knife resampling on the particle arrivals in the EUC-box in the20th (blue histogram) and
in the 21st (green histogram) for (a) the northern subtropical gyre (b) the Bismarck Sea and (c) the Solomon Sea.
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Fig. 4. Number of particles arrived in the EUC-box as a function of their travel time and of the time of seeding for
(a) the northern subtropical gyre (b) the Bismarck Sea and (c) the Solomon Sea. Note that the range of particles is
different between the panels to reflect the different amount of particles arriving from each region.The width of the
bins is 6 months on the horizontal axes and 10 years on the vertical axes.
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Abstract

In this paper, we investigate the observed Pacific decadal variability straddling the year 2000 and the
mechanisms for the generation of ENSO decadal variability (EDV). We argue that some of the Pacific
tropical Sea Surface Temperature (SST) decadal variability stems from the forcing of the Pacific
subtropical gyre through the atmospheric response to ENSO. The resulting Ekman pumping anomaly
alters the SubTropical Cell (STC) and oceanic heat transport, providing a negative feedback on the SST.
Our results highlight the oceanic role in transmitting the subtropical anomalies back to the tropical
ocean. We suggest that extratropical atmospheric responses to tropical forcing have feedbacks onto the
ocean dynamics, leading to a time-delayed response of the tropical oceans, giving rise to a possible
mechanism for multidecadal ocean-atmosphere coupled variability. The mechanism at play could also
provide some degree of predictability to both decadal ENSO and the Pacific Decadal Oscillation
(PDO).

Keywords: Decadal 1 ariability and Predictability, ENSO, PDO
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Understanding the mechanisms behind the generation of low-frequency El Nifio-Southern Oscillation
(ENSO), and its associated teleconnections to the Pacific Decadal Oscillation (PDO) and extratropical
variability at large, is of fundamental and practical importance. Knowledge and prediction of this mode
of variability could, for instance, lead to a better distinction between natural and anthropogenic
contributions to tropical and extratropical climate variability. The origin of ENSO decadal variability
(EDV) is still a matter of debate, and many different mechanisms have been proposed to date. Some
studies point towards the role of an atmospheric bridge from the extratropics [1], while others have
stressed the importance of internal stochastic atmospheric variability [2] or nonlinearities in ocean-

atmosphere coupling within the Tropics [3] to drive the low-frequency variability.

Another possible mechanism for the modulation of ENSO on decadal time scales is through an
oceanic teleconnection (or 'tunnel) involving the Pacific Subtropical Cells (STC), patticulatly the
northern one [4]. The STCs are shallow meridional overturning cells straddling the tropical-subtropical
regions in both hemispheres. They are characterized by poleward-flowing surface (primarily Ekman)
flow and an equatorward geostrophic flow in the pycnocline, the two branches connected by
subtropical subduction and equatorial upwelling [5]. Being particularly strong in the Pacific Ocean, they
are also responsible for a large poleward heat transport. Changes in the strength of the STC have been
shown lo lead to variations in equatorial upwelling and decadal SST variability in the tropical Pacific [0].
Theories for the STC relate their strength to the subtropical wind tress [5], so that it is plausible to
imagine decadal subtropical anomalies substantially affecting the tropical variability and to consider the
STC as an effective oceanic mechanism for extratropical-tropical teleconnection. The strength of the
Pacific STCs has been observed to weaken from the 1960s to 1990s [7], but they began to strengthen in
the following decade starting in 2000 [8], suggesting the possibility of natural interdecadal variations.
The focus of this study is on the ocean's role in generating decadal variability of tropical Pacific SST
and on the atmospheric teleconnection that links tropical anomalies to the midlatitudes. We thus try to
connect the two components of what might be a mechanism for coupled ocean-atmosphere
multidecadal variability in the Pacific sector; namely, atmospheric and oceanic teleconnections giving

rise to EDV.

We first use an atmospheric model to produce a 10-member ensemble response to the observed
tropical Pacific SST. The atmospheric model is the International Centre for Theoretical Physics
Atmospheric General Circulation Model (ICTP-AGCM) called SPEEDY. The model has a spectral

dynamical core and is a hydrostatic sigma-coordinate model. The SST decadal anomalies, computed as
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the difference between the 2000-2009 and the 1990-1999 period, are reminiscent of the PDO (Fig. 1).
Cold anomalous SSTs at the equator are responsible for driving a weakening of the Hadley cell and
hence atmospheric heat transport to the subtropics. This result is in agreement with previous studies, in
which the atmospheric energy transport changes to the 1980s-1970s decadal anomaly were studied. In
that case, the equatorial SST was anomalously warm, corresponding to the warm phase of EDV, and

the atmosphere was found to respond with anomalies of opposite sign to the ones described here.

Then, we force a global ocean model with anomalous forcing fields derived from the atmospheric
ensemble-mean run. The ocean-sea ice model is the Modular Ocean Model version 4p1 (MOM4pl).
MOM4pl1 is a free-surface primitive equation model, it uses a z*-vertical coordinate and its resolution is
2 degrees in latitude and longitude, with refined meridional resolution equatorward of 30 degree, so
that it reaches 1 degree of resolution at the equator. The applied decadal pattern of wind stress is very
similar to the observed and modelled mode associated with subtropical decadal variability [4]. Initially, a
PDO-like SST pattern is generated in its negative phase. Our results thus confirm the tropical role in
driving and shaping part of the PDO signal at decadal time scales [2]. Subsequently, the northern STC
weakened significantly (Fig. 2a), with a reduced transport of 4-6 Sv, consistent with recent observed
estimates [7,8]. A weakened STC is consistent with a reduction in transport of colder subtropical water
into, and surface warmer tropical water out of, the tropical Pacific. The oceanic heat transport (OHT),
ascribed to both the wind-driven SubTropical Gyre (STG) and the STC, was found to be reduced (Fig.
2b). Significant equatorial SST warm anomalies are eventually generated, reversing the sign of the initial
equatorial SST's responsible for generating the extratropical wind anomalies in the first place (Fig. 2c).
The STC thus seems to provide the connection between subtropical wind stress anomalies and

equatorial SSTs.

To illustrate the proposed interactions between the STG, STC, and equatorial SST, we represent the
system as an idealized set of ordinary differential equations. If G and C are suitably scaled indices of the
anomalies in the intensity of the Pacific STG and STC respectively, and T represents the SST anomaly
in central equatorial Pacific, we formulate our idealized model as follows:

(lay dT/dt=T-aTt-08) -1, (T-T)-EG

(1b) dG/dt=ET-kG+ yr,
(1o dC/dt= -k (C-G)

According to Eq. 1b, G spins up in response to a warming of tropical SST, T.

Advances in Climate Science

32



Gisc s

Similarly, C spins up in response to G. The atmospheric response tends to be in phase with the
climatological wind stress during warm ENSO events (positive T) and of opposite phase during cold
events (negative T; as in this paper).

An acceleration of the STG will lead to an intensification of the Ekman pumping and associated
equatorward thermocline flow, resulting in a strengthening of the subtropical cells and consequent
equatorial upwelling (and viceversa). Since increased upwelling at the equator leads to a decrease in
equatorial SST, this leads to a negative feedback on T.

In Eq. 1a, T, represents an equilibrium temperature for the equatorial SST which is related to the
anomalous upwelling associated with the STC (T, = -b C). In Eq. 1a and Eq. 1b, the terms (-E G) and
(E T) represent the exchange of energy between the equatorial upper ocean and the subtropical gyre,
which are modulated by the atmospheric response to ENSO. The exchange coefficient E is written as a
non-linear function of T, in order to represent the non-linear dependence of latent heat flux on SST.
The interaction between the gyre and the subtropical cell is simulated by the relaxation term (-k (C-G))
in Eq. 1C. This term drives the anomaly in the subtropical cell towards a value in phase with the gyre
anomaly; therefore, a spin-up of the gyre will lead to a spin-up of the subtropical cell, and vice-versa.
Finally, in Eq. 1b the term r, represents the forcing of the subtropical gyre by atmospheric modes that

are not connected with ENSO, and a linear dissipation term (-k G) acts as a sink of energy.

Time series of the T, G and C variables (after subtraction of their long term mean, which is not strictly
zero due to the non-linearities in the equations) are shown in the three panels of Fig. 3, with the black
and blue lines showing values equivalent to monthly and 10-year means respectively.

The scale on the x-axis is in equivalent years, starting from an arbitrary value. Looking at the graph for
the equatorial SST anomaly, T, we see variability between -3 and +4 units, with decadal modulations of
the order of 0.5 units. The distance between consecutive (positive) maxima corresponds to an average
period of about 4 to 5 years, with irregular episode of longer separation between consecutive warm
peaks. This looks like an acceptable simulation of the actual ENSO variability. Decadal variability is
clearly evident in the subtropical cell index C, while the spectrum of the subtropical gyre index G

shows a similar ratio of decadal to interannual variability to the one found in T.

The proposed mechanism for the ocean-atmosphere multidecadal Pacific variability can be summarized
by the schematic diagram in Fig.4. Suppose a negative SST pattern is present in the equatorial Pacific,
as in the case of the decadal anomaly between the 2000-09 and 1990-99 period. The cooling at the

equator forces an extratropical response through an atmospheric teleconnection (depicted by a large
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curly arrow in Fig. 4). The extratropical atmospheric response is imprinted mainly in the subtropical
winds, which subsequently generate a wind-stress-curl anomaly of opposite sign with respect to the
climatological conditions, thereby weakening Ekman pumping there (horizontal arrows in the Ekman
layer). The resulting anomalously weak downwelling (vertical arrow below the STG) results in a weaker
equatorward geostrophic flow (horizontal arrows below the Ekman layer), which in turns spins-down
the lower branch of the STC. The reduced mass flux in both the STG and STC also implies a
weakening of the meridional heat transport, a slow-down of the eastward-flowing equatorial
undercurrent (EUC) -- partially fed from water subducted in the subtropics -- and a reduction in
equatorial upwelling (vertical arrow near the equator). A positive SST anomaly is thus generated at the
equator, damping the initial one and giving rise to a negative feedback on decadal time scales through
tropical-subtropical interactions, with an oceanic 'tunnel' transmitting the anomaly back to the equator
via transport anomalies. The simulated decadal change is towards a positive PDO, i.e. an anomaly of
opposite sign to the initial one, consistent with the overall hypothesis of a negative feedback associated

with a reversal of the initial SST anomalies.

In summary, we have proposed a mechanism by which tropical-subtropical interactions can give rise to
EDV. Further, the mechanism is based on observed variability of both the atmosphere and ocean.
However, a few caveats should be placed on our results. The coarse grid of the ocean model might be
responsible for non-trivial modifications to tropical dynamics and subtropical-tropical pathways of
communication. Most importantly, the mechanism for multidecadal variability proposed here, involving
atmospheric and oceanic teleconnections, is based on uncoupled integrations, neglecting potentially
important processes and interactions present in a coupled framework. It remains to be tested whether
the coupled tropical-extratropical mechanism leading to EDV, and involving oceanic and atmospheric

teleconnections, still holds in a dynamically coupled ocean-atmosphere model.
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Fig. 1: December-to-February sea surface temperature anomaly, computed as the difference between the decades
2000-2009 and 1990-1999, used in the SST-forced AGCM integration. Units are K.
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Fig. 2: Oceanic anomalies at the end of the perturbation experiment. (top) subtropical cells (STC) in density
space, (middle) ocean heat transport (OHT), and (bottom) sea surface temperature (SST). Units are Sv (contour
interval of 1), PW and C (contour interval of 0.2), respectively.
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Fig. 3: Time series for the three variables T (ENSO SST) , G (subtropical gyre) and C (subtropical cell) in the
model described by Eqs. 1a-b-c.
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Fig. 4: Schematic of the putative tropical-extratropical Pacific interactions at decadal time scales. Shown are the
horizontal gyres (TG: tropical gyre, STG: subtropical gyre, SPG: subpolar gyre) and subtropical vertical cell (STC:
subtropical cell). See text for details.
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Abstract

A novel statistical downscaling system for seasonal projections is presented, based on the outputs of an
ensemble of neural networks incorporating Bayesian regularization. The system is able to take as input
multiple predictor fields, and/or time seties, which may be either model outputs, past observations, and
even a combination of them. Focusing on the southern European area, examples of the latters include
observational SST in the North Atlantic (with a time-lag of several months with respect to winter
season), and model-estimated Madden Julian Oscillation indices (with time-lags of few weeks relative to
the October-March period). Here additional predictors are intended to help re-connecting, in a
statistical sense, those climate ‘nodes’ (e.g. between tropics and middle latitudes) that are represented as
quite disconnected by the present generation of coupled ocean-atmospheric models. Referring to the
technical aspects of our statistical system, gridded fields are compressed using EOFs, after which a
canonical correlation analysis is performed between predictors and predictands. Then the first
canonical variates of the formers are used as effective predictors. Final outputs for each parameter is
expressed as a probability distribution for each station/grid point in the space of obsetvations, as a
result of the convolution of Gaussian mixtures, one for each principal component considered. Some
preliminary results of the first version of the system, focused on three-month projections over Italy, are
shown, while possible extensions of the scheme, e.g. concerning the use of the model ensemble spread

as an additional information supply, are discussed at the end of the paper.

Keywords: Empirical statistical downscaling, seasonal climate projections, neural networks, Bayesian regularization
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The need for an extension of weather forecast range beyond the limit of ten days is becoming more
and more compelling in our society. Recent guidelines from the World Meteorological Organization
(WMO) have strongly posed the invitation to each National Meteorological Service (NMS) to build up
the necessary infrastructures to provide a Climate Service at the national level. Time scales of interest
would range from 5 days to several months, and the products would include, for example, projections
by climate global/regional models, climate monitoring of the major climate indices and climatic alerts
to warn of a particular condition within the climatic system (which could be lead, for example, to
intense events). Reference points to provide regional-scale products are Regional Climate Centers, like
for example DWD for WMO’s region VI, while the specific responsibility for the dissemination of the
ultimate products within each Nation should be left to the single NMS. For this reason, operatively
tailoring and calibrating regional scale monthly and seasonal projections should be among the main

tasks of the climatological departments of each NMS.

In the middle latitudes a major source of variability is associated with the North Atlantic Oscillation,
which, as it is well known, is characterized by a quite stochastic signal, at variance with the quasi-
periodic phenomena occurring in the tropics, particularly in the Pacific. Coupled ocean-atmospheric
models for seasonal predictions do not capture satisfactorily this variability, and then should be
supplemented by other techniques providing a proper calibration and downscaling. Several empirical
statistical downscaling methods have been designed up to now, that have been proved to compete with
the most sophisticated dynamical downscaling modelling (see e.g. Ref.[1] for a review). Here one new
method is illustrated, based on the use of ensemble neural networks analysis, which allows us to build
up a quite general probability distribution for the predictand (often constrained to be just a Gaussian in

other approaches).

The system has been realized in the MATLAB programming language, its architecture is set up in an
XML configuration file (Image 1), through which all system’s parameters are established, so it can be
used as an user interface to set up the various model options. For example, by the configuration file it is
possible set up training, verification and forecast years for the neural network; is obviously possible to
set up forecast parameters or select the predictors, or the type of plot the operator wants to visualize as

output, and so on.
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<Geasonal Forecast»
<conf>

<directory predictors>G:\Dati\DATA Seasonal\SF System4\Systemé training 1981-2010\</directory predictors>
<directory predictors verification»G:\Dati\DATA Seasonal\SF System4\Systemd 2011\</directory predictors verification»
<directory predictors forecast>G:\Dati\DATA Seasonal\SF System4\System¢ 2012\</directory predictors_forecast>
<directory _cbservations>G:\Dati\E-0BS\E-OBS CPT\</directory chservations>
<directory_output>\Output<fdirectory_outpat>
<forecast_paramﬁter>Tn<KforEcast_parameter>
<predictors»Tn, Tx, Tp</predictorsy
<data_typer5</data_type>
(pIedict0r_namber>3</predict01_namber>
<Month Run>05</Month Run>
¢lead months>2</lead months>
cProjectiuns_Hontns>3</Projections_Hontn3>
<climatological_period>allclclimatological_period>
<nuﬂLEOF_predictors}S(/nuﬂLEOF_predictors>
<nuﬂLEOF_observations>5</nuﬂLEOF_observations>
<nuﬂLcanonical_variates>2</nuﬂLcanonical_variates}
<training_years>l931—2009</training_years>
<verification_years>2010</verification_years>
<forecast_years>1</forecast_years>

Image 1: A screenshot of the xml type configuration file

Basic version of the system uses as predictors the outcomes (T max, T min, T mean or cumulated
rainfall) of the seasonal forecast model System4 (S4) of ECMWEF represented on a regular lat-long grid
of 0.75 x 0.75 deg. Besides, S4 reforecast ensemble means (available from 1981 to 2010 with 15
ensemble members) have been used to train the neural network. It has to be noticed that as S4 model
climatology, all the 450 available ensemble members (15 members x 30 years) have been considered,
according to ECMWT seasonal products. These forcings (predictors) are then mapped onto the
observations of the same parameter (predictand), consisting in the EOBS observational gridded dataset
[2], interpolated on a finer lat-long grid than S4, such as 0.25 x 0.25 deg; direct observational station
data could also be used. We illustrate here the preliminary results of three-month projections, the
typical time period of a seasonal forecast, so that we will consider averages of daily data on this time
period. Predictors and predictands are pre-processed before being used to train the neural network.
First of all, original data or their anomalies (standardized or not) can be used as the relevant variables.
All these possibilities can also be set in the configuration file. In case of precipitation as
predictand/predictor, a log-transformation can be petrformed, which allows generally to deal with more

regular (Gaussian like) distributions.

As a weighting function for the grid boxes, the product by the cosine of their latitudes has been

adopted. At this point Empirical Orthogonal Functions analysis (EOFs) is performed to compress the
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spatial area information into a few principal component coefficients (PCs) [1],[3],[4]. We are then left
with a few simple time series, and the field for each observational time can be thought as consisting of
a weighted sum of a small number of different basis EOFs (“loading patterns”) describing the most
important variability modes. Now Canonical Correlation Analysis (CCA) is performed ([1],[3],[4]) on
the leading PCs of predictand/predictor, which allows in general to extract the maximum correlation
modes between them. Again, only a few canonical variates time series (the analogous for CCA modes of

the principal components for EOF modes) retain the relevant information.

Image 2 shows a simple scheme illustrating also the pre-processing just described. At this point the

neural network analysis (NN) comes into play [5,0].

Image 2: A general scheme of the pre-processing of the downscaling system

The NN employed in the system is a feed forward multilayer perceptron. It is endowed with two
hidden layers, the former having a number of neurons equal to the number of inputs, and the latter has
a single neuron and finally the output layer with one outcome (Image 3). The NN take as input first #

selected canonical variates of predictand (or forcing) and is trained to give as output first 7 selected
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predictand PCs, one at a time, that is NN work separately for each #-#) predictand PCs. Then in basic

version of model the correspondent System4 parameter PCs on the smaller Italian area are given.

Image 3: Simple scheme of a neural network with two hidden layers

The input signal is mapped on first hidden layer by a hyperbolic tangent sigmoid transfer function,

while a linear function is used in second hidden layer.

Generally a NN with a large number of neurons is able to reconstruct in detail the values of whatever
target, but in that case NN risk to overfit data and no realistic regression law is obtained. So some
input-output data pairs must be excluded from the training process (by means of which regression law
is built) and a small number of hidden neurons should be used. Only if the NN is able to reproduce
target data excluded from the training (validation data) a good system has been obtained. At this end data
record has to be divided into #raining data, on which to train the NN, and validation data used to test the

NN skill. Depending on the results, if necessary NN model can be modified.

When data records are not plentiful, cross-validation technique is applied in order to take advantage of the
entire data set for validation. With this procedure data record is divided in K segments, then one
segment is used as validation data and the other K-1 are used to train the NN, this process is repeated
for all K segments. In this case some data must be left out of the cross-validation in order to measure
the model forecast error. But this approach turns out to be rather bulky and does not allow us to use

the entire data record to train our NN model, so a Bayesian approach has been implemented. The
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method, based on Bayes theorem, allows to determine the NN weights without the need for validation
data. Regularization methods add penalty coefficients to the weights in order to control non-linearity of
the transfer function and reduce overfitting problems. To obtain an estimate of the associated error, an
approach similar to the cross-validation has been adopted: the data record has been divided into K
segments, one of which has been used to calculate the error and the others K-1 to train the network;
this process is repeated for all the segments. Besides, this procedure has been repeated a certain
number of times by re-initializing the NN weights using Nguyen-Widrow approach in order to decrease
the training time [7]. In this way, we obtain an ensemble of NNs (Figure 1) each of which with its own

associated mean error.

Fig. 1: An example of the outcomes of our neural network system. In red the target of the network, in blue the
ensemble’s members. This ensemble reconstructs the first PCs of the response field; similar outputs are obtained
for successive PCs.

As previously described, our NN is trained with Bayesian method using predictor and predictand
datasets referred to their longest overlapping time period. At this point our system is ready to give a
forecast by applying the appropriate input (the canonical variates obtained from the current operational
ECMWT seasonal forecast model output) to the so constructed neural network model. In so doing, we
obtain an ensemble for each of the first predictand PCs. We take advantage of these ensembles to

reconstruct the probability density function (PDF) of each predictand PCs as a Gaussian mixture
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distribution (GM distribution) of the different ensemble members, that is a weighted average of the
Gaussian distributions, each of which related to a given ensemble member. In this way it is possible to
take into account the effects of a number of physical mechanisms affecting the observed variables and
hence to reproduce a more appropriate multimodal behaviour. Once obtained, these PDFs must be
finally recombined to give the distribution of the response field (one distribution for each grid
point/station data); this is the final output of the statistical downscaling model. In order to recombine
these PDFs, Fourier transform (FT) convolution theorem is used. This theorem states that FT of the

convolution between two functions is equal to the product of the FT's of the single functions :

Dealing with a numerical approach, we have a set of discrete points, so discrete Fourier transform has
to be used and indeed Fast Fourier Transform (FFT) is used. According to this approach, PDFs for
each grid point are reconstructed sequentially applying convolution theorem to suitably rescaled
principal component PDFs (Figure 2). Initially the convolution between the first two principal
component PDFs is carried out; then convolution between the third one and the result of the first
convolution is performed and so on, until the last PDF is taken into account. The final result on the
grid-point space is then obtained by combining the various EOF response field. In Figure 3 the case for

a given grid point is shown, together with the climatological 33" and 66™ percentiles.
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Fig. 2: An example of the application of the convolution theorem: in the upper figure there is the result of the
convolution between first and second PCs’ probability density functions; in the middle figure the third PC’s PDF;
in the below figure there is the convolution between first two. The procedure is applied for all involved PCs.

Fig. 3: An example of the output of the statistical model; a PDF for a grid point is shown together with
climatological percentiles. A similar PDF is constructed for each grid point of the response field.
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Starting from grid-point PDFs it is possible to obtain the various probabilistic seasonal forecast maps,
similar to those provided by ECMWEF for System4 direct output, by integrating them between the

chosen threshold percentiles.

Moving now to the validation aspects, it should be stressed that our system output is constructed from
input data not used in the training phase; a first qualitative skill estimate can then be given, since the
corresponding observations are available. Then some three-month periods are left out of training in
order to compare model output with EOBS dataset, and also with the direct System4 forecasts. As an
example in Figure 4 an outcome of the system for 1995 JJA mean maximum temperature is presented.
This figure shows a tercile summary with the probability of the prevailing conditions relative to the
considered percentile intervals (lower, central and upper tercile). For a qualitative comparison, the maps
of system output (Figure 4), EOBS data (Figure 5) and System4 outcome (Figure 6) for the same period
are shown. Concerning the System4 output, it should be noticed that the probability maps we use for
comparison are obtained from the first 15 ensemble members (corresponding to the same set
considered for model climatology) in spite of the fact that operational seasonal forecasts, available since

2011, are based on a total of 51 ensemble members.
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Fig. 4: An outcome of the downscaling system for Tmax mean relative to 1995 JJA quarter, period excluded from
the training.
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Fig. 5: EOBS observation for the same quarter as in Figures 4,6. The observed temperature is classified in various
percentiles categories in confront with 1981-2010 climatology.

Comparing the Figures 4, 5 and 6, it is quite evident an overall improvement due to our downscaling
system with respect to System4 outcome. Notice as our downscaling system is more able to detect
regional details and reproduce the correct anomalies in a quite realistic way than a coarse resolution
GCM. However, a deeper analysis of the performance of the system (evaluation of anomaly correlation,

ROC area, reliability, etc.) is necessary to quantitatively asses its real skill.
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Fig. 6: The outcome of System4 model for the same quarter as in Figures 4-5. It is shown the same tercile
summary as in Figure 4.Apart from the above qualitative comparison, a spatial Spearman correlation map
calculated for the training period between model outputs and observations is shown in Figure 7. It is possible to
see over which areas we may expect a better system performance.
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Spearman correlation between model outputs and observations
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Fig. 7: A map of the Spearman correlation over the downscaling scenario between model output and observations
relative to the training period.

Up to now we have used a single predictor field scheme. Nevertheless, our system is able also to ingest
additional predictor fields. In general, when including more than one predictor into a statistical
forecasting model, a typical problem one is faced with is whether to include all of them, or a particular
subset, and in the latter case how to choose among the predictors. General criteria are: 1) maximize the
information content; 2) avoid redundancy in the information [3]. Concerning this last point, it has been
shown that redundancy is not just superfluous, but also undesirable. The method of ‘screening of
predictors’ we have chosen is that of foreward selection with linear regression. In practice, to begin with,

one tries all the single predictors and finds the best one, based on the best correlation R between

Advances in Climate Science

53



Gisc s

predictors and predictand. Then one adds to the chosen predictor, another predictor at a time, and
selects the best for the two-dimensional regression, and so on, finally obtaining a ranking of all the
available predictors. As a stopping rule, we consider the RMSE minimum value on an independent
sample. To be specific, a module of the system calculates the performance using successively one
predictor, two predictors etc., taking each time a verification sample apart, and projecting the
corresponding predictand onto it. Plotting the RMSE of the projections versus the number of
predictors employed, one obtains a curve generally exhibiting a minimum. The number of predictors in
coincidence with this minimum will be the chosen one. Parenthetically, linear regression is justified here
by the regularization procedure adopted, by which neural network can be considered as a relatively

small non-linear correction to a basic linear analysis.

As an example of the use of multiple predictor fields, we have included monthly SST field over North
Atlantic ocean to project Tmax mean onto the winter quarter DJF, with a time lag of 6 months.
Retaining the first 4 canonical variates for both System4 Tmax and SST fields, we have obtained an

improvement on the Spearman correlation from 0.35 to 0.51, on the average over Italy.

On the predictands side, apart from the basic parameters like mean maximum temperature, cumulated
precipitations, etc, it would be interesting to use some derived climatic indices (like, for example,
CLIMDEX indices) which may be able to take into account also extreme conditions (say, heat waves
during summertime, prolonged droughts, cold waves, etc.). In that case one could compute the same

direct parameter for the seasonal forecast model, eventually using some additional predictors.

Another kind of extension that is being developed concerns the use of a different kind of preprocessing
for the data in the space of observations, i.e. using cluster analysis. A cluster analysis based on monthly
or seasonal data applied to a given parameter, or a set of parameters, is useful to find out the relative
‘climatic zones’. Given that each climatic zone may be associated with a particular large-scale pattern of
the forcing, it could be useful to apply the procedure to each cluster separately, and extract from the

EOF and CCA analysis the most relevant signal appropriate to that particular zone.

Another forthcoming extension of the system refers to the use of model-ensemble spreading
information. It is customary, and even safe, in the statistical downscaling practice to use just ensemble-
mean fields as predictors, as we have done so far. Such a practice has at least three a-priori
justifications. First, these fields typically present the best skill scores among all the ensemble members

taken separately; second, statistical machinery (cross-validation) furnishes by itself probabilistic
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forecasts, while taking into account other ensemble members would add a seemingly spurious extra
level of probability; third, variability is often underestimated in many regions of the world.
Nevertheless, variability remains an important part of the information content of GCM outputs, and
considering the uncertainty associated with the model predictors could reveal itself an useful exercise.
One possibility, that is being explored in the context of our system, is the use of ‘fuzzy PCs’ of the
predictor fields. The associated uncertainty can be easily propagated on the linearly related canonical
variates. Then, neural network can be used to calculate a ‘derivative’ associated to the predictor

perturbations, and the resulting extra level of uncertainty added to the final PDFs.

In conclusion, we have presented the first version of a new integrated system for statistical downscaling
of seasonal forecasts. The main strength points are 1) the account for non-linear relations between
predictors and predictands by means of Bayesian regularization neural network ensembles; 2) the
consideration of generally non-Gaussian PDFs for predictand outputs; 3) the possibility to take into

account multiple predictor fields or time series.

A full assessment of the skill of the system, and an extension of it to include the spreading information

associated with GCM ensemble outputs, is currently under development.
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Abstract

The climatic scenarios show a strong signal of warming in the Alpine area already for the mid XXI
century. The climate simulations, however, even when obtained with Regional Climate Models (RCMs),
are affected by strong errors when compared with observations, due both to their difficulties in

representing the complex orography of the Alps and to limitations in their physical parametrization.

The aim of this work is to reduce these model biases by using a specific post processing statistic

technique, in order to obtain a more suitable projection of climate change scenarios in the Alpine area.

For our purposes we used a selection of Regional Climate Models (RCMs) runs which were developed in
the framework of the ENSEMBLES project. They were carefully chosen with the aim to maximise the
variety of leading Global Climate Models and of the RCMs themselves, calculated on the SRES scenario
Al1B. For the study area of Piedmont daily temperature and precipitation observations (covering the
period from 1957 to the present) were carefully gridded on a 14-km grid over Piedmont Region through

the use of an Optimal Interpolation technique.

Hence, we applied the Multimodel SuperEnsemble technique to temperature fields, reducing the high

biases of RCMs temperature field compared to observations in the control period.

We also proposed the application of a brand new probabilistic Multimodel SuperEnsemble Dressing
technique, already applied to weather forecast models successfully, to RCMS: the aim was to estimate
precipitation fields, with careful description of precipitation Probability Density Functions conditioned to
the model outputs. This technique allowed to reduce the strong precipitation overestimation, arising from
the use of RCMs, over the alpine chain and to reproduce well the monthly behaviour of precipitation in

the control period.

Keywords: Regional Climatic Models, Multimodel SuperEnsemble, Alps
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1. INTRODUCTION

The Alps are a region very sensitive to the impacts of the climate change: the temperatures increased
here more than the world average [1] and the projections for the XXI century show again an increase

higher than the average.

Piedmont Region is located in North-Western Italy, at the South-Western edge of the Alpine chain.
The temporal target of our work is the mid XXI century, to drive conclusions that can be used to

concrete adaptation measures to the climate change in a reasonable time.

Then we chose to focus on a single scenario (SRES A1B) instead of a range of different scenarios as,
for our time interval of interest, the largest variations occur among the different models, while the

different scenarios do not differ so much [2].

In this work we applied Multimodel techniques on several Regional Climate Models (RCMs) outputs,

which are combined together to obtain collective evaluations.

Multimodel combination is a pragmatic approach to estimate model uncertainties and to make climate
projections more reliable. Their use in the climatic simulations is recommended by the
Intergovernmental Panel on Climate Change [3]. The simplest Multimodel technique is the “Poor Man
Ensemble”, which is an average of different models, without any bias correction or weighting (“equal
weighting”), while more sophisticated approaches suggest applying model weights according to some
measure of performance (“optimum weighting”). The results confirm that equally weighted
multimodels on average outperform the single models [4, 5], and that projection errors can in principle
be further reduced by optimum weighting. However, this not only requires accurate knowledge of the
single model skill, but the relative contributions of the joint model error and unpredictable noise also
need to be known to avoid biased weights [6]. Many weighting procedures were proposed on seasonal,
decadal and climatic models [7, 8, 9]. Christensen et al. [10] showed that the use of model weights is
sensitive to the aggregation procedure and showed different sensitivities to the selected metrics. They
suggested that model weighting adds another level of uncertainty to the generation of ensemble-based
climate projections, which should be suitably explored, although their results indicate that this
uncertainty remains relatively small for the weighting procedures examined. In this study the

uncertainty of the Multimodel techniques applied is carefully evaluated.
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2. INPUT MODELS AND OBSERVATION

For the study area of Piedmont, daily temperature and precipitation observations (covering the period
from 1957 to the present), collected by the Environmental Protection Agency of Piedmont Region,
were gridded on a 14-km grid (0.125° resolution, with careful description of the complex orography of
the region) over Piedmont Region (coordinates: 6.5625-9.4375 E/44.0625-46.4375N): an Optimal
Interpolation (OI) technique was used to assimilate the row and high density ground station data,
arbitrarily displaced in the region, on a regular three-dimensional grid map based on a background field

[11].

Only for temperature, the background field is obtained by a linear tri-dimensional downscaling of
ERA-40 archive spanning from 1957 to 2001 and of the ECMWF objective analysis from 2002 to 2009

on the selected grid.

The Regional Climate Models (RCMs) used in this study come from the EU project ENSEMBLES on
the SRES scenario A1B basis: all the model runs refer to the same grid including Europe. The RCMs
simulations used in this paper are a selection of 7 RCMs runs resulting from the ENSEMBLES project
(Tab. 1), carefully chosen in order to maximise the variety of leading Global Climate Models and of the
RCMs themselves, and with a data amount compatible with our elaboration and storage facilities.

Models desctiptions can be found at http://ensemblestt3.dmi.dk/.

Acronym [Reg. Clim. Model |Global Clim. Model Run by

DMI HIRHAMS5 Arpege Danish Meteorological Institute

ICTP REGCM3 ECHAMS5 [The Abdus Salam Intl. Centre for
[Theoretical Physics

HC HadRM3QO0 HadCM3QO0 Hadley Centre for Climate Prediction and
Research

CNRM |RM4.5 Arpege IMétéo-France CNRM/GMGEC/EAC

ETHZ  |CLM HadCM3Q0 Swiss Institute of Technology (ETHZ)

KNMI |[RACMO2 ECHAMS The Royal Netherlands Meteorological
[nstitute

MPI REMO ECHAMS5 IMax Plank Institute - Hamburg

Tab. 1: the models used in the Multimodel SuperEnsemble evaluation

For each model, the reanalysis runs from the ECMWE ERA-40 reanalysis (1961-2000) and the scenario

runs (1961-2100) on SRES scenario A1B are available on a common grid at a resolution of 25 km.
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We interpolated the daily data from the models on the OI grid with a simple bi-linear interpolation.
The use of such an interpolating technique can introduce biases, but the Multimodel techniques include

a bias removal before applying the model average.

3. DOWNSCALING OF TEMPERATURES

In the Multimodel SuperEnsemble technique [4] the models are unbiased and weighted with an
adequate set of weights calculated during the so-called training period, with comparison with the
observations. This technique is widely applied to weather forecast models (an example in Piedmont can
be found in [12]) and to seasonal climate forecasts [13]. The standard Multimodel SuperEnsemble
technique was here applied to the temperature fields regarding the period 1961-1980 as training dataset

to calculate weights and to obtain daily fields of reanalyses (1981-2000) and scenarios (1981-2050).

We evaluated the Multimodel SuperEnsemble uncertainty with a explicit calculation of the model
variances and covariances in the training period, and combining them with the multimodel weigths to

obtain the final multimodel variance (here calculated in the hypothesis of non-independent models).

We tested the technique on the past data, splitting the control period of the models into two halves: the

first one (1961-1980) was used as training period, the second one (1981-2000) as forecast period.

We decomposed the models and Multimodel time series in the trends and seasonal components with
the Seasonal Decomposition of Time Series by LOESS [14] and compared them with the observation

seties.

The Multimodel SuperEnsemble temperature fields show a very good reduction of model biases (Fig.
1) and a very close reproduction of the temperature monthly statistics (Fig. 2). In this paper we show
only the validation results of the maximum temperature, but those of minimum temperature have
identical skill. Please notice that, in the control period, the reanalyses and scenario runs from the
models show not only strong biases towards the observed temperature but, more worrying, the trends
sometime differ in a very significant way, and the reanalysis and scenario runs from the same model

very often show a different behaviour.
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Fig. 1: Comparison between trends from observations obtained with Optimal Interpolation of Piemonte data
(black lines), reanalysis runs (solid lines) and scenatio runs (dashed lines) for different models (actonyms in
Table 1) and Multimodel SuperEnsemble (MMSUP) in the period 1981-2000. Multimodel training period: 1961-
1980. Multimodel uncertainty (square root of the total multi-Normal variance) is represented as confidence bands.
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Fig. 2: Comparison between seasonal component from observations obtained with Optimal Interpolation of Piemonte data
(black lines), reanalysis runs (solid lines) and scenario runs (dashed lines) for different models (acronyms in Table 1) and
Multimodel SuperEnsemble (MMSUP) in the period 1981-2000. Multimodel training period: 1961-1980. Multimodel uncertainty
(square root of the total multi-Normal variance) is represented as confidence bands.
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We evaluated the difference between the Multimodel SuperEnsemble scenario data averaged over the
period 2031-2050 with respect to the period 1981-2000, as a function of the season (comparison was
made on the scenario for better consistency, but the scenario is very close to observations). The
scenario projection shows a significant increase of the temperatures over the region. This increase is
shown also by the original RCMs, but the post-processed data allow a better characterization of the
alpine region, with an increasing and more realistic variance of temperature variations as a function of

the altitude, thanks to the calibration with observations (Fig. 3).
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Fig. 3: Difference between the Multimodel SuperEnsemble scenario maximum temperatures averaged over the
period 2031-2050 with respect to the period 1981-2000, as a function of the season (T-test conf. level 95%) in
Piemonte region. In the upper left boxes overall averages over significant points and altitude bands averages are
shown.

In particular, maximum temperatures averaged in the study area show significant increase in winter
(+0.8 °C), spring (+1.4 °C), summer (+1.6 °C) and autumn (+1.2 °C limited to the mountains).

Maximum temperatures during spring and summer increase more on the plains than in the mountains.
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Minimum temperatures show significant increase in winter (+1.1 °C), spring (+1.3 °C), summer (+1.8
°C) and autumn (+1.3 °C limited to the mountains). Minimum temperatures during autumn and winter

increase more on the plains than in the mountains (not shown).

4. DOWNSCALING OF PRECIPITATION

A new probabilistic Multimodel SuperEnsemble Dressing, with close description of precipitation
Probability Density Functions conditioned to the model outputs was applied to the precipitation fields.
This technique allows for a better correction of precipitation biases depending on the value of the

forecast precipitation and was already applied on weather forecast models [15].
Here we describe the steps to evaluate the PDFs and the weights for each model:

- we took the ERA40-driven RCMs and compared them with the observed precipitation on all

gridpoints
- we considered all the days and points where the model produces a given precipitation;

- we built the distribution of the observed values of that days/points (with bins of width 0.5 mm

around the central value) and repeated for any reasonable forecast value (up to 300 mm/day)

- we fitted the distributions so obtained with a set of functions, finding that the Weibull function is the

best one to represent all of the distributions among a large set of possible candidates

- we interpolated and extrapolated the observed distributions to obtain all possible distributions for all

forecast values and we obtain the function PDF(F), where F is the precipitation forecast value

- we calculated the individual RCMs Continuous ranked Probability Scores (CRPS) from ERA40-driven

models
- we calculated the weights as the inverse of the CRPSs, normalized to their sum

- we applied the model-specific PDFs and the weights to the GCM-driven models to obtain weighted
PDFs.

For any given day a value is extracted randomly from the PDF so-obtained to give a unique time series

of precipitation. The use of a random extraction is justified by the large number of the samplings
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(~25000 in the considered period) and by the uncorrelation between the scenarios and the

observations.

We addressed multimodel uncertainty using a MonteCarlo technique: we simulated 100 realizations of
the multimodel precipitation from our empiric PDFs and we evaluated the statistics (average and
quantiles) of monthly precipitation and yeatly wet/dry petiods (defined as the average number of

periods with precipitation above/below 1 mm lasting more than 5 days).

The Walter and Lieth [16] diagrams referred to precipitation produced by climate models show very
strong biases (up to 200% during winter months) in the Alpine region when compared with
observations. In Fig. 4 we compare the Walter and Lieth diagrams after removing each model yearly
averaged bias, to obtain a fair comparison with Multimodel which is almost unbiased. Multimodel does
not show very large biases in any month and reproduces the precipitation annual distribution quite well,
both in time and amount. Only two input models out of seven have quite comparable skill, not taking

into account their large average biases.
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Fig. 4: Walter and Lieth diagrams of the models and Multimodel (MMSUP) for the values averaged over
Piedmont OI gridpoints, period 1981-2000. The yearly averaged bias was subtracted from each monthly value.
Multimodel uncertainty is represented as boxplots of the precipitation in the MonteCarlo experiment (5th, 25th,
50th, 75th, 95th percentiles are shown).

Advances in Climate Science



Gisc s

Nevertheless, the Multimodel post-processing of precipitation allows correcting the statistical
properties of the models to reduce the strong models biases, to reproduce the correct precipitation
monthly statistics and the average number of consecutive dry periods (more than 5 days without

precipitation, namely < 1 mm), Fig. 5.

On the other hand, it is less effective in reproducing the observed average number of consecutive wet
periods defined as more than 5 days with precipitation larger than 1 mm. Being that in the Southern
Alps the probability of having a dry day (and therefore to extract a dry day and interrupt a wet days
series) is much higher than the probability of having a wet day (and then to interrupt a dry day series),
the probabilistic sampling from the Multimodel PDF can introduce a gap in a continuous series of wet

days.

Fig. 5: (top) number of dry periods (5 consecutive days with precipitation < 1 mm) /year for reanalysis (left) and
scenario (right); (bottom) number of wet periods (5 consecutive days with precipitation > 1 mm) /year for
reanalysis (left) and scenario (right); input models (colours), Multimodel (blue) and observations (black), period
1981-2000. Precipitation is calculated as the average over the Piedmont gridpoints. Multimodel uncertainty is
represented as boxplots of the dry/wet mean number of days in the MonteCarlo experiment (5th, 25th, 50th, 75th,
95th percentiles are shown).

In the projected scenario (not shown) precipitation at the annual scale reveal a slight decrease (not

statistically significant with 95% confidence level), while on a seasonal basis they show a significant
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decrease in spring (-9 mm/month only in the western Alps), summer (-22 mm/month), with few

differences among mountains and plains and in autumn, (-26 mm/month limited to the mountains).

5. CONCLUSIONS

Multimodel techniques can be used fruitfully to better evaluate the climatic parameters in complex
orography regions. Multimodel SuperEnsemble provides a good estimation of temperature and data in
Piedmont, with a very good reduction of the biases and a good reproduction of the monthly variations.
We introduced here the application of a new probabilistic Multimodel SuperEnsemble Dressing to

precipitation, providing a reasonably good estimation of the precipitation regime in Piedmont.

Temperatures show a general increase in the mid-XXI century scenario, compared with the control

period, significant in all the seasons except for autumn and stronger in the higher elevation.

Precipitation is not projected to change significantly at an annual scale, while at a seasonal scale we

found a decrease in summer precipitation.

Several impact studies are ongoing with the use of these data, about mountain hydrology, wildfire

potential, permafrost, alpine lakes biology, mountain biodiversity, heat waves.
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Abstract

In this work we analyse a precipitation downscaling chain in which ERA40 global reanalyses are
downscaled dynamically using the state-of-the-art Protheus Regional Climate Model (RCM). The RCM
precipitation is further downscaled using a stochastic downscaling technique, the RainFARM method,

which has been adapted for application to climate datasets.

We assess the ability of the complete downscaling chain in reproducing the main statistical properties
of the precipitation measured by a dense network of rain gauges located in northwestern Italy, in the
time period from 1958 to 2001. We compare the observations also with the precipitation obtained by a
direct stochastic downscaling of the ERA40 global reanalyses, in order to assess the possible added

value provided by the dynamical downscaling in the chain.

The high-resolution precipitation fields obtained by downscaling stochastically the Protheus RCM
output reproduce well the seasonality and the amplitude distributions of observed precipitation during
most of the year, including the extreme events. On the other hand, biases introduced by this specific
RCM at the large scales, such as an overall overestimation of the total precipitation and
underestimation of the number of dry days, particularly during the winter season, cannot be corrected

by the stochastic downscaling procedure.

RainFARM produces better results, compared to the observations, when it is applied to Protheus than
directly to its large-scale driver (ERA40), highlighting the added value of dynamical downscaling in the

chain.

Keywords: Small-Scale Precipitation, Stochastic downscaling, Regional Climate Models, Impact Studies
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Current global climate models (GCMs) have spatial resolutions that are usually no higher than 70-120
km ([1], [2]), still insufficient to resolve extremes and small-scale variability of precipitation, which are
crucial for several applications in climate change impact studies. A step towards higher resolution is
provided by dynamical downscaling, by which Regional Climate Models (RCMs) are nested into GCMs
or global reanalyses ([3], [4]) to achieve resolutions that are currently of the order of 20-50 km [5].

Even with the use of a RCM nested into a GCM the spatial resolution achieved is frequently too coarse
to perform impact studies of climate change at the local scale. Various techniques have been developed
to bridge the scale gap between climate change scenarios obtained from the GCMs and RCMs and the
small scales needed for specific applications, in particular to obtain high-resolution precipitation useful
for hydrological applications and studies of the impact of climate change at the basin scale ([6]). An
effective approach for obtaining high-resolution precipitation fields is provided by stochastic
downscaling. Stochastic precipitation downscaling ([7]) aims at generating ensembles of possible
realizations of synthetic precipitation fields based only on the knowledge of a large-scale precipitation
field, as the one produced by a GCM or by global reanalysis systems, or obtained by coarse-scale

gridded observations.

Here we use the Rainfall Filtered AutoRegressive Model (RainFARM, [§]), a stochastic downscaling
procedure originally devised for the spatiotemporal rainfall downscaling of limited-area meteorological
model predictions. RainFARM belongs to the family of “metagaussian models” based on a nonlinear
transformation of a linearly correlated stochastic field, obtained by extrapolating to small scales the

power spectrum of the large-scale precipitation field.

We discuss the results of the application of RainFARM to the output of the state-of-the-art regional
climate model Protheus ([9]) driven by ERA40 global reanalyses. The spatial resolution of the Protheus
RCM and of the ERA40 reanalyses is 30 km and ~120 km, respectively.

This is the first application of the RainFARM technique to precipitation fields simulated by a climate
model, which required an adaptation of the procedure for a purely spatial (and not temporal)
downscaling. Downscaling in time has not been applied here for two main reasons. On the one hand
impact studies of climate change require to downscale long-term precipitation scenarios which include
a number of isolated rainfall events with different spectral properties, which makes it difficult to
downscale in time using spectral methods. On the other hand, the available temporal resolution of the

climatic output of state-of-the-art RCMs is often already adequate for impact studies (of the order of 3
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or 6 hours in many cases), while the spatial resolution is still too coarse suggesting the application of

purely spatial downscaling techniques.

The main focus of this study is to verify the modelling chain by comparing the high-resolution rainfall
tields obtained by downscaling the Protheus RCM output with the precipitation data recorded by a
network of 122 rain gauges located at different altitudes in Piedmont and Valle D’Aosta regions, north-
western Italy [10]. The RainFARM performance is tested also by applying the procedure directly to the
large-scale driver of the Protheus system, the ERA40 global reanalyses, in order to highlight the
importance of dynamical downscaling in the modelling chain prior to stochastic downscaling to

generate climate conditions at the local scale.
a. Upscaling

As a preliminary step of our analysis, we compare the precipitation modeled by the Protheus system
with the observed precipitation upscaled to the model resolution. To this end, for each model pixel
containing at least one station, we compute the average of all observations in that pixel. Overall we find
that, despite the quite good correlation in the interannual fluctuations (the correlation coefficient
between the two timeseries is 0.8), Protheus significantly overestimates precipitation with respect to the
observations, while the precipitation intensity and the percentage of dry days are lower in the model
compared to the observations, as shown in Tab.1 (last two rows). This suggests that during individual
events Protheus does not produce more rain than observed, but rain in the model is more frequent

than in the observations.

A similar preliminary analysis has been performed for the ERA40 precipitation, compared with
observations upscaled to the ERA40 scale. Also in this case precipitation was averaged over all stations
contained in each ERA40 grid element. Contrary to what we observe for Protheus, we see that ERA40
precipitation is lower than the observed precipitation evaluated at the ERA40 resolution. The
interannual variability is generally well represented in the reanalyses but the correlation coefficient (0.5)
is lower than what was found for Protheus. The lower correlation between ERA40 and the
observations could be attributed to the coarser resolution of the reanalysis product with respect to that
of the RCM. As shown in Tab.1 (first two rows), total precipitation and precipitation intensity are
slightly lower in the ERA40 reanalyses than in the observations, while the percentage of dry days is

approximately the same.

Advances in Climate Science

73



Gisc s

Fig. 1a shows the probability density functions (PDFs) of total daily precipitation from Protheus and
from the observations upscaled to the Protheus resolution. Fig. 1b shows the same of Fig. 1a but for
ERA40. Overall we find good agreement between the PDFs produced by Protheus and the
observation upscaled to its resolution, whereas ERA40 underestimates the frequency and the
amplitudes of observed precipitation events. Fig.s 1a and 1b also show the precipitation PDFs of
individual raingauge observations (red lines) displaying, as expected, longer tails with respect to the

PDFs of precipitation at coarser resolution from both Protheus and ERA40.

In order to represent small-scale intense precipitation we have downscaled stochastically the Protheus

and ERA40 precipitation output by applying the RainFARM procedure.
b. Downscaling

Since precipitation patterns over the focus region are different in the different seasons, we have
calculated seasonal logarithmic slopes of the spatial power spectra of the Protheus precipitation to be
used in the downscaling procedure to extrapolate the power spectrum from the resolved to the
unresolved model scales. The Protheus data have been downscaled in space from 30 km down to about
1 km spatial resolution, which previous studies have shown to be adequate for a direct comparison with
observations [8]. For each rain gauge, the timeseries at the closest downscaled pixel has been chosen
and further analysed. The PDFs of total precipitation from the downscaled model and the point-scale
observations, represented in Fig. 2a, show a very good agreement. The seasonal precipitation PDFs
agree also quite well (not shown here), especially in spring, summer and autumn, the most significant
seasons in terms of precipitation in the Piedmont and Valle d’Aosta regions. This demonstrates that the
downscaling procedure is capable of generating realistic precipitation amplitude distributions starting
from the RCM outputs over the region of interest. There is an overestimation in winter, with the
downscaled fields showing more frequent extreme events compared to the observations. Also Protheus
at its original resolution presents an overestimation of winter precipitation. This overestimation is

simply propagated to small scales by the downscaling procedure.

We verify the skill of the RainFARM procedure in reproducing observed precipitation distributions
from raingauges also applying it directly to the ERA40 global reanalyses. The amplitude distribution of
downscaled ERA-40 fields is wider than the original one, but still underestimates the amplitudes and

the probabilities of occurrence of intense precipitation events, as shown in Fig. 2b.
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c. Discussion and Conclusions

We have analysed the precipitation output of one state-of-the-art regional climate model, the Protheus
system, and of its large scale driver, the ERA40 reanalyses. Both Protheus and ERA40 have been
spatially downscaled using a modified version of the RainFARM procedure and the downscaled fields

have been compared to the precipitation measured by a network of rain gauges over northwestern Italy.

We find better results by downscaling Protheus than its driver, ERA40. In the case of the Protheus
data, though RainFARM cannot correct large scale biases of the original precipitation fields, there is a
very good agreement in terms of PDFs between downscaled model data and the raingauge

observations.

We also find that a good agreement of upscaled observations with model data in terms of amplitude
distributions represents an important prerequisite for successful application of the downscaling
procedure. In other words, since the downscaling procedure acts only at small scales, below a chosen
“reliability scale”, it cannot correct for missing model variance at larger scales. In cases when upscaled
observations do not agree with the model data, it may be possible to explore larger aggregation scales

and to downscale starting directly from those.

The study case considered in this work highlights the added value of nesting an RCM into a large-scale
GCM or global reanalyses, in order to produce high-resolution precipitation. Of particular concern with
climate change assessments and impact studies, the application of such a modelling chain is
fundamental to generate future scenarios of water availability in small basins or catchments, starting
from the global coarse-scale resolution projections from the most advanced tools currently in use, the

global climate models.

< P> (mmday ') | < P>y (mm day~!) | Dry days (%)
Obs_-ERA40 2.7 8.4 68
ERA40 2.1 5.8 66
Obs_PROTHEUS 2.7 10.0 73
PROTHEUS 3.7 9.3 61

Table 1: Space-time averages over pixels containing raingauges, of total precipitation, precipitation intensity and
percentage of dry days for ERA40 and the observation upscaled to the ERA40 resolution (first two rows), and for
Protheus and the observation upscaled to the Prothes resolution (last two rows). Dry days are defined by setting

s e 1
to zero all precipitation values < 1 mm day-
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Fig. 1: a) Daily precipitation PDFs of Protheus rainfall (green line), raingauge observations upscaled at Protheus
resolution (blue line) and individual observations (red line). b) Daily precipitation PDFs of ERA40 rainfall (green
line), raingauge observations upscaled at ERA40 resolution (blue line) and individual observations (red line)
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Fig. 2: a) Daily precipitation PDFs of Protheus rainfall (green line), individual observations (red line) and
Protheus fields downscaled with RainFARM (black line). b) Daily precipitation PDFs of ERA40 rainfall (green
line), individual observations (red line) and ERAA40 fields downscaled with RainFARM (black line).

ACKNOWLEDGMENTS

This work has been performed in the framework of the project of national interest NextDATA

(http:/ /www.nextdataproject.it).

Advances in Climate Science



Gisc s

REFERENCES

Washington W.M. and Parkinson C.L. (2005), An introduction to three-dimensional climate modeling.
University Science Books, 353 pp. (1)

Solomon S., Qin D., Manning M., Chen Z., Marquis M., Averyt K. B., Tignor M., and H. L. M. (eds.)
(2007), Climate change 2007: The physical science basis. contribution of working group to the fourth assessment

report of the intergovernmental panel on climate change. Tech. rep., 996 pp. Cambridge University Press,
Cambridge, United Kingdom and New York, NY, USA. (2)

Giorgi F. (1990), Simulation of regional climate using a limited area model nested in a general circulation model. ].

Clim., 3, 941-964. (3)

Castro C. L., R. A. P. Sr., and Leoncini G. (2005), Dynamical downscaling: Assessment of value retained and
added using the regional atmospheric modeling system (rams). ]. Geophys. Res., 110, D05 108. (4)

Flaounas E., Drobinski P., Vrac M., Bastin S., Lebeaupin-Brossier C., Stéfanon M., Borga M., and
Calvet ].-C. (2012), Precipitation and temperature spacetime variabil- ity and extremes in the Mediterranean

region: evalnation of dynamical and statistical downscaling methods. Climate Dynamics, doi:10.1007/s00382-
012-1558-y, URL http: //www.springetlink.com/index/10.1007 /s00382-012-1558-y. (5)

Sorooshian S., Hsu K. 1, Coppola E., Tomassetti B., Verdecchia M., and G. V. (Eds.) (2008),
Hydrological Modelling and the Water Cycle Coupling the Atmospheric and Hydrological Models. Water Science
and Technology Library, Vol. 63. 138 pp. (6)

Ferraris L., Gabellani S., Rebora N., and Provenzale A. (2003), A comparison of stochastic models for spatial
rainfall downscaling. Water Resour. Res., 39, 1368. (7)

Rebora N., Ferraris L., von Hardenberg J., and Provenzale A. (2000), Rainfarm: Rainfall downscaling by a
filtered antoregressive model. ]. Hydrometeor., 7, 724-738. (8)

Artale V., et al. (2010), An atmosphereocean regional climate model for the mediterranean area: assessment of a present

climate simulation. Climate Dynamics, 35, 721-740. (9)

Ciccarelli N., von Hardenberg J., Provenzale A., Ronchi C., Vargiu A., and Pelosini R. (2008), Climate
variability in north-western italy during the second half of the 20th century. Global Planet. Change, 63, 185—
195. (10)

Advances in Climate Science

77



g First Annual
)'SC Conference
ADVANCES IN CLIMATE SCIENCE

Performance evaluation of COSMO-CLM over Italy and
climate projections for the XXI century
Bucchignani E."”, Mercogliano P."?, Montesarchio M., Manzi M." and Zollo A.'

Impact on soil and coast — Euro Mediterranean Centre on Climate Change (1SC-CMCC), Capna, Italy
*Meteo System & Instrumentation 1aboratory - Italian Aerospace Research Center (SUMA-CIRA), Capua, Italy
*Cowwpmdz'ﬁg anuthor: e.bucchignani(@cira.it

Abstract

In this study, we discuss the results of numerical simulations performed with the regional model
COSMO-CLM over the entire Italian domain at spatial resolution of 8 km, employing a model
configuration optimized at CMCC: an assessment of model capabilities to reproduce the main features
of the past Italian climate has been performed using two different simulations: the first is driven by
ERA40 Reanalysis and the second is driven by CMCC-MED global model, through a comparison with
E-OBS dataset. Then, climate projections over Italy, according with the RCP4.5 emission scenario,

have been analysed in terms of change of 2-meter temperature and precipitation.

Keywords: Regional Simulations, Climate projections
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1. INTRODUCTION

Italy is located in Southern Europe and belongs to the Mediterranean area, affected by the arid climate
of North Africa and by the temperate and rainy climate of central Europe [1]. Moreover, it is
characterized by a very complex and heterogeneous topography, ranging from high mountain chains,
such as Alps and Apennines, to several coastal areas, being Italy almost totally surrounded by
Mediterranean Sea. All the numerical simulations performed with General Circulation Models
(AOGCM) highlight a general increase of temperature in the Mediterranean basin (both in the average
and in the extreme values) [2] especially in summer, combined with a significant reduction of
precipitations, making this area a future “hot-spot” of the Earth. For these reasons, a considerable
impact on agriculture, tourism and water resources is expected and it is important to provide high
resolution climate change projections to decision makers, in order to perform adaptation/mitigation
policies. For a better representation of these particular climatic features, a high horizontal spatial
resolution is needed [3]. For this purpose, regional climate models are recommended for simulations on
the Italian peninsula: in fact, at the resolution of global climate models, Italy is not well delineated or

not even captured.

The main aim of this work is the development of very high resolution climate projections over Italy
with the regional climate model COSMO-CLM [4]. A simulation for the GHG RCP4.5 emission
scenario of IPCC has been performed and analysed, while another one, for GHG RCP8.5 emission

scenario, is currently in progress.

2. MODELS AND DATA

The regional model COSMO-CLM is the climate version of the COSMO-LM weather model [5]; it
was also used in the PRUDENCE project [6] with competitive results, showing the same range of
accuracy as other RCMs. An important feature of COSMO-CLM is the non-hydrostatic formulation,
that allows better resolving convective phenomena and using horizontal spatial resolutions lower than
20 km [7]. Higher resolutions than global climate model ones allow a better description of the terrain
topography and, consequently, of the phenomena strictly related to the orography, such as precipitation
[8,9].

The horizontal resolution adopted in this work is 0.0715° (about 8 km). The area of interest is 3°-20°E

/ 36°-50°N. The time step has been set equal to 40 sec, while the convection scheme is the Tiedtke
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one. Two simulations have been performed: the first one is forced by ERA40 Reanalysis [10] and
covers the time period 1971-2000; the second one is forced by the global climate model CMCC-MED
[11] and covers the time period 1971-2100, employing the RCP4.5 emission scenario. ERA40
Reanalysis are characterized by horizontal resolution of 1.125° (about 128 km), 49 vertical levels and 3
soil levels, while ECHAMS5 (atmospherical component of CMCC-MED) by horizontal resolution of
0.75° (about 85 km), 31 vertical levels and 4 soil levels.

A sensitivity analysis was conducted in order to adjust the model configuration to better reproduce the
past climate over the Italian domain [12]. Then, the selected configuration of COSMO-CLM, optimized

at CMCC, has been used to carry on the two simulations.

3. VALIDATION

The validation has been performed on the Italian domain: for a more detailed study, three sub-regions
(northern, central and southern areas) have been identified and analysed, following the characteristics

of the Italian climate [13]:
1. NORTH : 5.625° to 15.625°E; 43.875° to 47.125°N;
2. CENTRE :9.625° to 16.875°E; 41.375° to 43.875°N;
3. SOUTH : 7.625° to 19.125°E; 36.125° to 41.375°N.

Model evaluation for both the simulations has been performed by using the E-OBS dataset [14] as
reference: it is an European daily high resolution (0.25° x 0.25°) gridded data set for precipitation,
minimum, maximum and mean surface temperature and sea level pressure for the period 1950-2010.
This dataset has been designed to provide the best estimate of grid box averages rather than point

values to enable direct comparison with RCMs.

The analysis of the ERA40 driven simulation bias allows the characterization of the error related only
to the regional climate model COSMO-CLM, since “perfect” boundary conditions have been used.
From the comparison with the second one, instead, the influence of the global model on the results can

be analysed (in this case, the error cannot be traced back to the regional or global model in a specific

way).
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Fig.1 shows the seasonal spatial values of the 2-meter mean temperature bias (in C) of COSMO-CLM
output with respect to the E-OBS observational dataset for winter (top) and summer (bottom). The
analysis reveals a cold bias over the mountainous areas (Alps and Apennines) in all the seasons and for
both the simulations. The one driven by the global climate model CMCC-MED has a more
pronounced bias in all seasons, with a general underestimation up to 5°C in winter: this high value is
partially due to the bias that affects the global model output. Concerning ERA40 driven simulation, the
observed bias does not exceed 3°C in absolute value. In winter, a general underestimation of
temperature is registered (up to 3°C in the Ligurian Alps), except in the Po Valley and in the northeast
part of Italy, where a good agreement is found, with a slight overestimation (at most 0.5°C). In summer,
instead, an overestimation occurs (peak of 2.5°C) over the Adriatic coast and in the south of Sicily,
while Alps and Apennines are characterized by a slight cold bias (up to 1°C). Concerning the CMCC-
MED driven simulation, as said before, it is affected by a cold bias in all seasons, more pronounced in
winter, while in summer the bias is lower (at most 0.5°C of difference). Successively the mean values,
averaged over the three selected subdomains, have been analysed, in order to study the model ability to
represent the seasonal cycles and the time series of the 2-meter mean temperature. The seasonal cycles
(Fig.2) are very well captured by both the simulations, in all the regions. The highest error occurs in
winter and CMCC-MED driven simulation always underestimates the temperatures, as already

highlighted in the seasonal spatial biases.

Fig.3 shows the seasonal spatial biases of precipitation (mm/day) with respect to the E-OBS
observational dataset. With respect to temperature, the differences between the simulation driven by
ERA40 Reanalysis and the one driven by the global climate model CMCC-MED are less evident. In
general, the bias is in the range between -3 and 4 mm/day. For all the seasons, an ovetestimation over
the Alps occurs in both the simulations. A similar bias pattern is observed in winter, but with a stronger
overestimation for CMCC-MED driven simulation on the Alps and on the central and southern Italy.
In the case of ERA40 driven simulation, the bias does not exceed 2 mm/day in absolute value. In
summer, a very good agreement is found, with the exception of the Alps; the bias is between -0.5
mm/day and 0.5 mm/day, while in the case of CMCC-MED forced simulation the differences in
central-south regions are close to 0 mm/day. In order to analyse the capability of the model in
reproducing seasonal cycles, the mean values over NORTH, CENTRE and SOUTH subdomains have
been investigated (Fig.4): in the NORTH region a strong overestimation of the daily precipitation in

April, May and June (about 1.5 mm/day) is obsetved for both the simulations; moreovet, in January,
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February and March, CMCC-MED driven simulation shows higher differences with respect to the one
driven by ERA40. In the other months the agreement is better. In CENTRE and SOUTH regions,

instead, the seasonal cycle is very well captured, with a maximum bias of 1 mm/day in some months.

4. CLIMATE PROJECTIONS

Climate projections over the XXI century have been performed using the IPCC-RCP4.5 emission
scenario [15]. It is a scenario which includes long term, global emissions of greenhouse gases, short-
lived species, and land-use-land-cover in a global economic framework. It is a stabilization scenario and
assumes that climate policies, in this instance the introduction of a set of global greenhouse gas

emissions prices, are invoked to achieve the goal of limiting emissions and radiative forcing.

Fig. 5 shows the change of 2-meter temperature distribution, averaged on the period 2031-2060, with
respect to the period 1971-2000, related to winter (left) and summer (right). A general increase of
temperature is expected in all the examined area, more pronounced in winter (up to 3°C), especially in
the Piedmont region (north-west Italian area) and in central Italy. The summer warming is always larger
than 2.5°C and it reaches 4°C in the northern Italy. In spring (not shown), the temperature increase is
of about 2°C, while in autumn (not shown) the temperature increase is homogeneous, being about

2.5°C in the whole domain of interest.

Fig. 6 shows the change of total precipitation distribution, averaged on the period 2031-2060, with
respect to the period 1971-2000, related to winter (left) and summer (right). Even if the expected trend
is not yet well defined, a decrease of precipitations in both the seasons is projected; in winter, it is more
pronounced in the Ligurian region (north coastal area) and in southern Italy (up to -2 mm/day); in
summer, a strong decrease of precipitation occurs on the whole Alpine arc (-3 mm/day), with no
significant changes in other zones. In spring (not shown), the reduction is higher on the Alps, in the
central part of the domain and in Sardinia. In autumn instead (not shown), an increase on the Alps and

in other parts of Italian domain is projected (up to 1 mm/day).

Finally, the time series of precipitations (5 years running mean) have been analysed, highlighting a slight

decrease in all the three regions (Fig 7).
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5. CONCLUSIONS

In this study, an assessment of COSMO-CLM performances over Italy has been carried out, analysing
the results of two simulations over the period 1971-2000: one driven by ERA40 Reanalysis and one by
the global climate model CMCC-MED. COSMO-CLM is basically able to simulate the spatial and
temporal characteristics of the climate of Italy: the temperature seasonal cycles are very well captured,;
even if COSMO-CLM generally underestimates the temperature in winter and overestimates it in
summer, the bias of ERA40 driven simulation does not exceed 3°C, being this value slightly lower than
the ones that generally affect regional climate simulations (e.g [2,6]). Concerning precipitations, the
bias is generally acceptable, with the exception of mountainous areas, where a strong wet bias occurs
(up to 4 mm/day), and of Tuscany region, where an underestimation is registered. It is worth noting
that biases are influenced by the difference in resolution between the model and the observational
dataset. Moreover, E-OBS is obtained through an interpolation of the station values and this is source
of potential uncertainties. For this reason, a comparison with a high resolution observational dataset for
Tuscany region (provided by ARPA Tuscany) has been performed, revealing that in this area E-OBS
precipitations are over-estimated in winter, so the COSMO-CLM under-estimation is partially justified.
Comparisons with other datasets provided by regional Italian authorities (Emilia Romagna, Piedmont,
Calabria regions) will be performed in the future, in order to provide a more accurate quantification of

the bias [10].

Climate projections over the XXI century, according with RCP4.5 emission scenario have been
analysed: the mean temperature increase found is in good agreement with several literature works [17],
even it is difficult to make a detailed comparison with other papers, since existing studies have
conducted over different observation periods and in different regions. The precipitation reduction is in
agreement with results shown in [3]. Also for precipitation, the trend values obtained in this work are
not directly comparable with literature papers due to the different time period considered. A numerical
simulation for the RCP8.5 emission scenario is currently in progress, in order to perform a multi-

scenario ensemble.
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ERA40 — DJF CMCC-MED - DJF

ERA40 — JJA CMCC-MED - JJA

Fig.1: Seasonal differences, in terms of 2-meter mean temperature (°C), between the output of COSMO-CLM and
E-OBS dataset, for the simulation forced by ERA40 reanalysis (left) and the simulation forced by CMCC-MED
global model (right).

Fig.2: Seasonal cycles of the 2-meter mean temperature, for each subdomain investigated.
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ERA40 — DJF CMCC-MED - DJF

ERA40 — JJA CMCC-MED - JJA

Fig.3: Seasonal differences, in terms of daily precipitation (mm/day), between the output of COSMO-CLM and
E-OBS dataset, for the simulation forced by ERA40 Reanalysis (left) and the simulation forced by CMCC-MED
global model (right).

Fig. 4: Seasonal cycles of the daily precipitation, for each subdomain investigated.
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DJF JJA

Fig. 5: Temperature climate projections: seasonal differences (°C), between the average value over 2031-2060 and
1971-2000.

DJF JJA

Fig. 6: Precipitation climate projections: seasonal differences (mm/day) between the average value over 2031-2060
vs 1971-2000.
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Fig. 7: Precipitation time series (5 years running mean) for each subdomain investigated.
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Abstract

Even if the application of dynamical models obviously represents the main road for investigating cause-
effect relationships in the climate system, also other analyses can shed light to the problem of
attributing recent global warming. In this paper, the concept of Granger causality (well known in
econometric studies) is applied to this topic. By considering the direct role of anthropogenic and
natural forcings, and the influence of patterns of natural variability, our results confirm the major role
of greenhouse-gases radiative forcing in driving temperature and show a clear evidence of a recent

causal decoupling between solar irradiance and temperature itself.

Keywords: Climatic attribution, Granger cansality, recent global warming, external forcings, natural variability
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1. INTRODUCTION

The problem of understanding and weighting the main causes of recent climate change is generally
faced by runs of Global Climate Models (GCMs). In this framework, cause-effect relationships and
feedbacks are described by coupled systems of equations (plus parameterizations) which explicitly
simulate the behaviour of the system under the influence of external forcings. As well known,
numerical experiments of attribution show that the recent global warming cannot be reconstructed if
anthropogenic forcings (mainly due to the increase in greenhouse gases concentrations) are not taken

into account [1,2].

Despite this clear evidence of the major role of anthropogenic forcings in driving the global
temperature T, in our opinion it is worthwhile to address the problem of attribution by other methods
of investigation. In particular, data-driven techniques allow us to avoid a description of the system that
could obviously ignore some relevant process or feedback, with possible consequences on the final
results of attribution. Furthermore, by adopting a distinct viewpoint of investigation, we can obtain a

corroboration or a rebuttal of previous GCMs’ results by completely independent models.

In the past, for instance, neural network modelling has been applied to the attribution of T and its
results confirm those of GCMs [3]. Further studies show the usefulness of neural investigations for

attribution of temperature and precipitation at a regional scale, too [4,5].

Here we adopt a concept of causality by Granger [6], whose analyses were originally developed in the
framework of econometric studies, and apply it to the problem of attribution of the recent global

warming,.

2. THE CONCEPT OF GRANGER CAUSALITY

The concept of Granger causality is quite simple. In a time series approach, we say that a variable x
Granger causes another variable y if future values of y can be better predicted (according to standard
cost functions) using the past values of x and y rather than only past values of y. In a 1-step ahead
forecast, if the prediction which uses x and y is better, then the past of x contains a useful information

for forecasting y,,, that is not present in the past of y.

Clearly, the concept of Granger causality is different from correlation or possible instantaneous

causality, because it is based on precedence and predictability.
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More formally, consider the vector time series (), x;,)” and the following information sets: I,.(%) = {y,, x,
Jits %15 -+ and LA = {9, )4, ...} Denote with P(y,,, | I(?)) the optimal (minimum mean square error)
linear forecast of the variable y,,, based on the information set I(?). We say that x does not Granger

cause J, in a bivariate system, if P(y,; | [()) = P, | [.(9)) for any 2

Generally, the causal relationship between the variables x and y is investigated in a bivariate system.
Nevertheless, it is well known that in a bivariate framework problems of spurious causality and of non-
causality due to omission of some relevant variables can arise. Thus, in this paper also trivariate systems

are considered.

Of course, even larger causal structures could be allowed by Granger’s formalism, but, as a matter of
fact, the non-causality tests require specification of a parametric model and in the case of large causal
structures the number of parameters becomes so high that the estimates can lose their reliability. Due

to this problem, in this paper we will consider just bivariate and trivariate systems.

In a trivariate system we have that x does not Granger cause y it P(y,,, | [.(9) = Py, | 1..(9) for any
where [.() = {9, 35001 21> -+ 1 A0 L) = 105 X5 2 V1> Xt Jts -5 -

Suppose that the trivariate time series (3, x, g)’ follows a vector autoregressive (VAR) model of finite

order £:

Y G i Gy Po, Py |V u,

Xl =6 |t ¢21,j ¢22,j ¢23,j X | Uk 1
=

Z G ¢31,j ¢32,_/ ¢33,j Zi u,

where ¢ = (a,6,63)" is a vector of constants, @, ; are fixed coefficients and #, = (#,,4,,1,)’ is a trivariate

white noise process with nonsingular covariance matrix. In this framework, we have that x does not
Granger cause j, with respect to the information set I (9, if and only if ¢, ; =0 for /=1,2,...,£. This
characterization of the condition of non-causality is often used in literature to perform Granger

causality tests.

As a final remark on these Granger causality analyses, it is worthwhile to note that, obviously, the VAR
model is a linear one, while it is well known that climate system is highly nonlinear. Thus, considering

linear models for investigating causal relationships in this framework could seem inappropriate.
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However, in our investigations annual averages are always considered. Therefore, it is quite reasonable
that, as a consequence of the central limit theorem [7], averaging can produce near-linear climate
relations among variables of the climate system, even if we have to do with highly nonlinear relations at
shorter spacetime scales. Thus, we are confident that also a linear model can provide a “first-order”
estimate of existence or non-existence of causal links in the climate system. Possible generalizations to

nonlinear Granger analyses will be briefly discussed in the last section.

3. APPLICATION TO ATTRIBUTION

At our knowledge, the first paper dealing with Granger causality for attribution of global warming was
published by Sun and Wang in 1996 [8]. After that paper, several other papers were published on this
topic. All these studies performed in-sample analyses (see [9], for a concise but comprehensive review,

and references therein) and their final results were sometimes contrasting.

As a matter of fact, the in-sample approach in statistical analyses could lead to overfitting and,
therefore, to not catch realistic relationships among variables involved. Furthermore, significant in-
sample Granger causality does not guarantee significant out-of-sample predictability. Moreover, out-of-
sample tests are often recommended because they are able to catch the true forecasting ability of one

variable for another, and the results are more robust in terms of overfitting [10-12].

In order to overcome the problems that raise in an in-sample approach, according to the analysis of
Ashley et al. [13], in recent studies [14,15] we used a technique that relies on the out-of-sample
comparison of the forecasting performance of two linear models. This may be more robust in terms of
model selection biases and overfitting [11,12]. Furthermore, according to Granger’s definition, Granger
causality builds upon the notion of incremental predictability, so that our out-of-sample approach is
more keeping the spirit of the original definition by Granger [6]. In what follows we will briefly sketch

the method used and the results obtained in our studies.

First of all, one can select several external forcings and test, in a bivariate manner, which of them is
Granger causal for global temperature in the last decades. We consider total solar irradiance (TSI),
cosmic ray intensity (CRI) and stratospheric aerosol optical thickness (SAOT) as natural forcings. As
far as anthropogenic forcings are concerned, CO,, CH, and N,O concentrations data were taken into

account for these major greenhouse gases (GHGs), their single radiative forcings (RFs) were calculated
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and considered as effective forcings, and also a GHG-total RF has been estimated. See [14] for details

on the sources of data.

If we consider y = T and x; (/ = 1, ..., 7) = one of the external forcings, in our application we can
compare the predictive ability one step ahead (in terms of mean square error — MSE) of the two

following nested regression models:

©)
)

Here, (Sl(i) and J, are constants included as deterministic terms, x; is the 7th forcing, a;i), /)’j(.i) and

(i

@ and 7, are univariate white noises. The order £ of the models is

are coefficients of our regressions, &

keptlow (£ =1, ..., 4), so that the models are parsimonious and the residuals are uncorrelated, and the

models finally selected are those endowed with the best predictive performance on each test set.

We perform Granger out-of-sample tests on five test sets which span the following periods: 1941-2007,
1951-2007, 1961-2007, 1971-2007, 1981-2007. For each test set, the correspondent training set is

composed by data patterns since 1850 till the year before the beginning of the test set itself.

We adopt both fixed and recursive schemes for predictions. Under the recursive scheme we use the
training set for the first estimate and forecast out-of-sample one step ahead; then we add an annual
pattern to our training set, obtain a second estimate and forecast for the next year; and so on,
iteratively. Under the fixed scheme the parameters are estimated only once on the original training set

and every one-step ahead forecast is obtained using just these fixed parameters.

The statistical significance of results is evaluated by MSE-t and MSE-REG tests, as described in [16].
However, here we are not able to use critical values of these test statistics, as reported in [16], because

our series are not stationary. So, we perform a bootstrap procedure to calculate our critical values: see

[14] for further details.
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The results obtained by this out-of-sample Granger analysis are very clear. If we take TSI, CRI or
SAOT as x variable, in every case (any natural forcing, scheme and test set considered) the null
hypothesis of non-Granger causality on y = T is never rejected (with only two exceptions), even just at
10% significance level. 17 wversa, there is a clear general evidence of Granger causality from
anthropogenic forcings to global temperature: in Tab.1 we report just the results for GHG-total RF,
which show that the null hypothesis of non-Granger causality is always rejected at 1% significance level

(see [14] for the complete results and other detailed considerations).

In short, these results show that a genuine Granger out-of-sample predictive approach permits to
overcome problems shown by previous in-sample analyses and gives a clear contribution to the

assessment of temperature attribution.

Forcing Test set Fixed scheme Recursive scheme
VAR | MSE-t MSE-REG | VAR | MSE-t MSE-REG
order order
1941-2007 | 3 3.36% 3.46% 3 2.36* 2.36*
1951-2007 | 1 4.43* 491* 3 2.79% 2.86*
Total RE 1961-2007 | 3 4.07* 4.65* 3 2.56* 2.69*
1971-2007 | 3 4.13* 4.83* 3 2.57* 2.74%
1981-2007 | 3 2.85% 3.18% 3 1.92% 2.01*

Table 1: Results of Granger-causality bivariate analysis for GHG-total RF. Here * indicates that the null
hypothesis is rejected at 1% significance level. VAR orders are referred to the models with the best predictive
ability.

However, technically speaking, it is possible to find Granger causality from x to y in a bivariate system
although x does not Granger cause y when also the information contained in a third “context” variable

% 1s taken into account [17,18].

Furthermore, from a climatic point of view, our system shows an its own internal variability which can
contribute to changes in global temperature, at least at decadal scale. Thus, it seems a good idea to
insert some index of this climate variability as a context variable g in the information set in order to test
the causality relationships from anthropogenic/natural forcings to T even within this extended

framework.

For z we consider one of the following indices: Southern Oscillation Index (SOI), related to El Nifio

Southern Oscillation (ENSO); Pacific Decadal Oscillation (PDO); Atlantic Multidecadal Oscillation
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(AMO): see [15] for details on the sources of data. Moreover, the results by the VAR unrestricted

model described in Eq. (1) are now compared with those coming from the following restricted model:

)

By adopting the same test sets described before, the one-step-ahead forecast errors were calculated as:
®)

©)

As previously done in the bivariate case, also now we evaluate the MSE of these prediction and used
the MSE-t and MSE-REG tests in order to test the null hypothesis. Moreover, another bootstrap

procedure is performed to calculate the critical values of these tests (see [15] for further details).

The results obtained in this way can be summarized as follows. If we take GHG-total RF as the x
variable, in every case (all circulation patterns and test sets considered) — except one — the null
hypothesis of Granger non-causality on T is rejected at the 5% significance level, and very often also at
1% significance. Thus, there is clear evidence that a causal link (in the Granger sense) between GHG-
total RF and global temperature since 1941 up to the present day can be “detected” even in this

extended framework.

On the other hand, if TSI is considered as the x variable, a Granger causal link is significant only in the
first test set when AMO is included in the information set, and in the first two sets when PDO and

ENSO are considered. In more recent periods this causal link disappears.

The situation becomes even more clear if the p-values of tests are plotted for every test period, as in
Fig.1: see [15] for other figures and detailed tables. Here, it is evident that the Granger causal link

between TSI and T becomes progressively less marked with time and completely disappears for the last
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two periods. In particular, the influences of GHG-total RF and TSI on T appear comparable till the
‘50s, but, after that decade, a clear causal decoupling between TSI and T is evident and very marked in
the data of our Granger analysis. At the same time, the Granger causality from GHG-total RF to T
remains robust and, possibly, becomes even more evident: the p-values, which are already very small,

decrease further.

Fig. 1: Plot of the p-values from the MSE-REG test when x = TSI (blue line) and x = GHG-total RF (red line) for
z = ENSO. The significance threshold of 0.05 is shown (dashed line). The increase in p-values over the recent
decades is evident for the performance of the model with TSI.

In particular, in this way we evidenced a causal decoupling between Sun and global temperatures which

has been pictured previously just in terms of simple correlations and graphical methods [19,20].

As a final remark, we note that the p-values of the Granger causality tests when AMO is considered in
the information set are always higher than the corresponding ones in the cases of ¥ = PDO, ENSO.
Thus, when AMO is inserted in the information set, the causal role of external forcings seems to
weaken. This indirectly suggests that, among the various patterns of natural variability, AMO plays a

more relevant role in driving the global temperature behaviour at decadal time scales.
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4. CONCLUSIONS AND PROSPECTS

The results obtained in our investigations are very clear: the radiative forcings of greenhouse gases
appear as the main temperature drivers, while natural forcings do not Granger cause T in the last
decades, in the case of Sun even if the principal patterns of climate variability are considered in an
extended trivariate model. Furthermore, the direct influence of the Sun on T (via TSI) shows a recent
causal decoupling since the ‘60s. In particular, our results corroborate those coming from GCMs and

neural models.

Some prospects of further investigations are clearly indicated by analyses and results of past studies. In
particular, inside a trivariate context we have tested the direct Sun influence »iz TSI. But, what’s about
the possible joint roles of direct and indirect Sun influences on T, where the indirect forcing could be

represented by cosmic rays (modulated by solar wind)?

Another open question is: if we are not able to show linear links between Sun and T, is it possible that a
causal link could be found in a nonlinear framework? As far as this problem is concerned, it is
worthwhile to note that two of us (AA and UT) developed a nonlinear extension of a Granger causality
model based on neural networks and applied it to the classical problem of CO, influences on T.
Outcomes from a nonlinear in-sample Granger causality analysis are consistent with other results
assessing that CO, radiative forcing causes recent global temperatures [21]. In future, this extension

could be applied to trivariate out-of-sample investigations.

In particular, this nonlinear approach could show its usefulness in analyses of attribution at reduced
space-time scales and when the behaviour of other variables of climatic importance, such as
precipitation, are considered. It is well known, in fact, that many nonlinear processes are involved in

the hydrological cycle and they cannot be easily “averaged away”.
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Abstract

The reliability of multi-year predictions of climate is assessed using probabilistic Reliability Diagrams
for near-surface air temperature, based on 63 member ensembles of initialised and non-initialised
decadal hindcasts using the CMIP5 ten-year decadal climate prediction experiments. It is shown that
the reliability from the ensemble system is good for most regions studied, for both initialised and non-
initialised hindcasts. Over the North Atlantic the reliability and the resolution of the hindcasts show a
substantial improvement for initialised predictions, confirming the importance of the initialisation for
this region. Initialisition seems to play a (positive) role in other regions as well, however more

experiment are necessary to assess if the improvement is significant.

Keywords: Near-term climate predictions, Predictability, Probabilistic Measures of Skill, Reliability
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1. INTRODUCTION

Decadal climate predictions exploit both the predictability of the climate system arising from the initial-
condition information and from the changes in radiative external forcings [1]. As such they represent
the natural extension of seasonal predictions and they must be probabilistic, arising from uncertainties
[1] in the knowledge of the initial state, in the compuaional represantaion of the underlying equations
of motion and in the so-called “forcing” terms, which include greenhouse gases and (natural and
anhropogenic) aerosols. Probabilistic predictions are issued as ensembles and they have to be evaluated
on the basis of whether they give an accurate estimation of the relative frequency of the predicted
outcome. When this happens they are considered “reliable”. The word “reliable” has a specific
technical meaning in probability forecasting. Suppose a decadal forecast probability of some event E —
say that that temperature lies above the long-term climatological median value - is equal to 0.9. For a
reliable forecast system, one could assert that E£ would actually occur on 90% of occasions where E was
forecast with a probability of 0.9.

The decadal prediction system under study here is based on a multi-model dataset from CMIP5 [2]. In
this study we assess the reliability and the prediction skill of such a system in simulating the variability

of surface and near-surface temperature over multi-year time scales for selected geographical regions.

2. RESULTS

A previous paper [3] showed results from ten sets of ECMWYF decadal climate prediction experiments
based on four different versions of ECMWTF coupled model. Then we assess the reliability and the
prediction skill of such a system in simulating the variability of surface and near-surface temperature
over multi-year time scales for selected geographical regions. Here we revisit the problem considering a
multi-model dataset from CMIP5 [2], which consist of 63 ensemble members of initialised and non-
initialised predictions from 13 models. (For each model the same number of initialised and non-
initialised ensemble members has been used). Following previous climate prediction studies that
highlighted the importance of the initialisation over the North Atlantic Ocean (e.g. [4] [5]), we focus

here mainly on this basin and on the Global Ocean.

Near-surface air temperature and sea surface temperature data from ERA Interim [6] and, prior to
1979, from ERA40 [7] are used to evaluate the hindcasts. The reference period is estimated as the

average of the entire period from 1960 to 2010. To take into account the model systematic error,
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forecast anomalies for each experiment are calculated as: where ; is the starting year

(/=1,n), T is the forecast month (t=1,120) and is the forecast average estimated

in cross-validation mode (i.e. estimated removing the model climate for the specific forecast period).

We consider a skill measure, the Brier Skill Score (BSS), based on metrics for categorical probabilistic
predictions: (i.e. we want to evaluate the forecasts on the basis of whether they give an accurate
estimation of the relative frequency of the predicted outcome). The BSS can be decomposed in two
components: Reliability and Resolution. The BSS measures the improvement of the probabilistic
forecast relative to a reference forecast (in our case the sample climatology). The reliability measures
how close the forecast probabilities are to the observed frequencies. The resolution measures how

much the forecast probabilities differ from the climatological probability of the event.

Attributes Diagrams [8,9] are used to illustrate the multi-model CMIP5 decadal hindcast reliability.
They measure how closely the forecast probabilities of an event correspond to the actual chance of
observing the event. They are based on a discrete binning of many forecast probabilities taken over a
given geographical region <x>. In figure 1 below we will illustrate such Attributes Diagrams for the
event E(x)= "Surface air temperature above the median” for the Global Ocean and the North Atlantic
Ocean. For perfect reliability the forecast probability and the frequency of occurrence should be equal,

and the plotted points should lie on the diagonal.

Since skill in these decadal hindcasts comes mainly from radiative forcing and the predictive
component of natural climate variability, a comparison between initialised and non-initialised hindcasts

is the best way to assess the relative importance of initial conditions with respect to forcing.

Figure 1 shows Attributes Diagrams for E(x) for Global and North Atlantic Ocean for Initialised and
Non-Initialised predictions at lead time 2-5 year. The BSS for the North Atlantic is higher than for the
Global Ocean and it increases when the predictions are initialised. (The moderate skill of the Global
Ocean increases as well with initialisation). The Reliability Skill Score of Initialised Predictions over the
North Atlantic for this Event is as large as 0.99 (0.95 for Non-Initialised). An improvement in reliability
for initialised forecasts for the Global Ocean can be detected as well (0.95 vs. 0.93). The other Ocean
basins (not shown) do not present evident changes in reliability when initialised and non-initialised
predictions are compared. As far as the BSS is concerned, a summary of the (probabilistic) skill of

initialised and non-initialised CMIP5 integrations can be found in tables 1-4. Here we consider cold
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(below the lower tercile) and warm (above the upper tercile) events and we list the BSS for sea surface
temperature and near surface air temperature over different oceanic and land regions for lead times 2-5
year (tables 1-2) and 6-9 year (tables 2-4). Overall it seems that the CMIP5 multi-model is more skilful

in predicting warm events than cold ones (for both initialised and non-initialised predictions).

INITIALISED Hindcasts NON-INITIALISED Hindcasts
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Fig. 1: Attributes diagram for the CMIP5 multi-model decadal initialized (panels a and c) and non-initialized
(panels b and d) hindcasts for the event ‘Surface Air Temperature anomalies above the median’ over a) and b) the
global oceans (60°N—60°S) and c) and d) the North Atlantic (87.5°N-30°N, 80°W-10°W) for the forecast time 2-5
years. The number of red bullets in the figure corresponds to the number of probability bins (10 in this case) used
to estimate forecast probabilities. The size of the bullets represents the number of forecasts in a specific
probability category and is a measure of the sharpness of the predictions. The blue horizontal and vertical lines
indicate the climatological frequency of the event in the observations and the mean forecast probability,
respectively. Grey vertical bars indicate the uncertainty in the observed frequency for each probability category
estimated at 95% level of confidence with a bootstrap resampling procedure based on 1000 samples. The longer
the bars, the more the vertical position of the bullets may change as new hindcasts become available. The black
dashed line separates skilful from unskilled regions in the diagram in the Brier skill score sense. The Brier skill
score with respect to the climatological forecast is drawn in the top left corner of each panel.
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As pointed out in previous studies (e.g. [10]) the Tropical Indian Ocean stands out as the oceanic basin
were multi-year predictions are more skilful both at 2-5 and 6-9 year. However, it appears that the skill
is mainly due to the radiative forcing, since there is not much difference between initialised and non-
initialised predictions. A negative value of the BSS indicates a very poor forecast (worse than
climatology). The only region with a negative BSS is the North Pacific Ocean. Here, despite the
potential initial values predictability highlighted by many studies (e.g. [11]) most of CMIP5 models fail
in predicting the multi-year natural variability of the SSTs [12]. The initial conditions seem to play a role
over the Tropical Atlantic for warm events at lead time 6-9 year. This re-emergence of predictability at
longer lead times over the Tropical Atlantic is encouraging because Tropical Atlantic SSTs affect the
climate variability over the nearby continental regions [4], such as Central and Western Africa and

Southern Europe.

Tables 1-4 show the BSS over some continental areas affected by the Atlantic variability as Europe
(here are shown separately Northern and Mediterranean Europe) and Africa. In both continents the
skill is considerably high but initialised and non-initialised predictions are equally skilful indicating that

(at the moment) it is not evident a positive effect of the initialisation over the continents.

3. CONCLUSIONS

Overall these results are quite consistent with those shown in [3]. This indicates that there is a
substantial consistency between different prediction systems. (The study of Corti at al. 2013 [3] was
based on different versions of ECMWEF coupled system, which are not included in the CMIP5 dataset).
Near-term climate predictions appear to be substantially reliable over most of the regions considered
(with some important exception though) and they present an encouraging level of skill. However the
level of uncertainty associated to these measures of skill (not shown here) is very large. Most of the
uncertainty is due to the exiguity of the sample (in terms of number of starting dates) analysed. A better
assessment of the skill of decadal predictions will require a better sampling of the climatic attractor, i.e.

a larger number of starting points for the hindcasts.
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Table 1. Brier Skill Score — Lead Time: 2-5 Year Average

Event: Surface Air Temperature Below The Lower Tercile

TROP | NORTH | EURO | MED | NORTH | AFRICA | TROP | NORTH
ATL ATL | LAND | LAND | EURO INDIAN | PACIFIC
LAND
CMIP5 0.04 0.25 0.43 0.48 0.37 0.35 0.50 -0.06
INIT
CMIP5 0.01 0.17 0.48 0.50 0.45 0.41 0.56 -0.08
NOINIT
Table 2. Brier Skill Score — Lead Time: 2-5 Year Average
Event: Surface Air Temperature Above The Upper Tercile
TROP | NORTH | EURO | MED | NORTH | AFRICA | TROP | NORTH
ATL ATL | LAND | LAND | EURO INDIAN | PACIFIC
LAND
CMIP5 0.24 0.44 0.61 0.63 0.59 0.33 0.57 -0.08
INIT
CMIP5 0.18 0.39 0.62 0.61 0.60 0.30 0.54 -0.12
NOINIT
Table 3. Brier Skill Score — Lead Time: 6-9 Year Average
Event: Surface Air Temperature Below The Lower Tercile
TROP | NORTH | EURO | MED | NORTH | AFRICA | TROP | NORTH
ATL ATL | LAND | LAND | EURO INDIAN | PACIFIC
LAND
CMIP5 0.04 0.22 0.46 0.46 0.46 0.43 0.59 0.02
INIT
CMIP5 0.06 0.17 0.46 0.44 0.49 0.40 0.57 -0.04
NOINIT
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Table 4. Brier Skill Score — Lead Time: 6-9 Year Average

Event: Surface Air Temperature Above The Upper Tercile

TROP | NORTH | EURO | MED | NORTH | AFRICA | TROP | NORTH
ATL ATL LAND | LAND | EURO INDIAN | PACIFIC
LAND
CMIP5 0.21 0.38 0.63 0.69 0.54 0.29 0.38 -0.1
INIT
CMIP5 0.16 0.38 0.63 0.69 0.55 0.26 0.37 -0.09
NOINIT
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Abstract

The Tibetan Plateau and the Hindu-Kush Karakoram Himalaya mountains, with mean elevation above
4000 m above sea level (a.s.l.), are the world's largest snow and ice reservoir outside the polar regions
and they are often referred to as the “Third Pole”. These mountains provide water to about 1.5 billion
people in Afghanistan, Bangladesh, Bhutan, China, India, Myanmar, Nepal and Pakistan, and changes
in snow dynamics would impact on water availability for downstream populations. Despite its
importance, the knowledge on the snow dynamics in the Third Pole region is still incomplete, due to
difficult and sporadic surface observations. In this work we investigate how CMIP5 Global Climate
Model (GCM) simulations represent the snowpack in the Third Pole environment, we explore the

snow seasonal cycle and we compare the results to the ERA-Interim/Land reanalysis.

Keywords: Snow, CMIP5, Global Climate Models, Third Pole, Hindu-Kush Karakoram Himalaya
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1. INTRODUCTION

With their 5 million Km?”extension the Hindu-Kush Karakoram Himalaya and the Tibetan Plateau
(Fig.1) are the largest mountain range in the wortld, including the 14 world's highest peaks above 8,000
m above sea level (a.s.l.). This area hosts the largest reservoir of snow and ice mass outside the polar
regions and it is often referred to as the “Third Pole” [1] to point out its relevance in the Earth's
cryosphere. The snow melting from the mountains feeds all of Asia's major river systems, providing
water to about 1.5 billion people living downstream [2]. The contribution of the snow and glacier melt
to the stream flow may vary in the region and it becomes more and more important in the areas that do
not receive monsoonal summer precipitation, such as the Hindu-Kush Karakoram and Western
Himalaya. Here summer precipitation is relatively scarce and the contribution of meltwater is the major
source for the river flow. For example, almost 90% of the mean annual flow of the Indus river system
is estimated to originate from the Hindu-Kush Karakoram and Western Himalaya mountains [3]. This
feature makes the Third Pole Environment crucial for both local economies and socio-economical

activities in the bordering countries.

The scientific community has recently examined this region with increasing interest, recognizing it as
particularly vulnerable to climatic change. In fact in high elevation areas a change in the surface air
temperature may have an impact on the solid/total precipitation ratio, on the snow cover extension and
consequently on the snow/albedo feedback. Changes in the snow amount and duration in the Third
Pole might have a direct effect on the availability and seasonal distribution of the water resources, thus
on the environment, the ecosystems and all socio-economical activities in the mountains and the

surrounding lowlands.
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Fig.1: The “Third Pole”: area of study and its elevation in meters above sea level.

Despite its relevance, some current climatic features of the Third Pole, such as precipitation and in
particular snow, are still poorly known, mainly due to the difficulties in performing regular
meteorological observations in high elevation areas. The highest density of surface snow depth
observations is in the Eastern Tibetan Plateau, which currently represents also the most studied area of
the Third Pole. For example a recent study [4] used the available data to map the distribution of the
mean winter snow depth over the Eastern Tibetan Plateau and explored the relations with the China
summer monsoon. Concerning the Karakoram, another study [5] analyzed 10-year time series of snow
depth and water equivalent measurements derived from several automatic weather stations at elevation
between 1500 and 4700 m a.sl: they found that at approximately 5000 m a.s.l. the total annual
precipitation ranges between 1500-1800 mm/y and more than 90% of it is deposited as snow. In the
valley snow contributes less than 10% to the total annual precipitation. Several studies have been
performed on the Hindu-Kush Karakoram Himalaya glaciers (i.e. [6, 7]) and a review is offered in [8].
In that paper the authors draw a picture of the status of the main glaciers of the region and they point
out the existing gaps in the present knowledge: the seasonal and spatial variability of mountain snow
and ice, along with the annual melting and its contribution to the total discharge are all uncertain mainly
owing to the insufficient number of surface observations, only partly balanced by satellite

measurements.
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Considering the strong limitations associated with scarce availability of observations, in this work we
investigate the large-scale features of the snowpack in the Third Pole region using the Global Climate
Model simulations included in the CMIP5 experiment [9]. In particular we explore how different
GCMs represent the snow climatology over the Third Pole region. The results are compared to the

ERA-Interim/Land reanalysis [10], considered here as the best approximation of the ground truth.

2. DATA AND METHODOLOGY

The area of study includes the Tibetan Plateau and the Hindu-Kush Karakoram Himalaya mountains.
We considered all CMIP5 GCMs providing the snow depth variable, including the EC-Earth model run
at ISAC-CNR [11].

The spatial resolution of CMIP5 models varies in a wide range, from 0.75° up to 2.8125°. We excluded
from our analysis the models with too coarse spatial resolution and we considered only those with a

maximum gridsize of 1.25° (Tab.1).

For each model we selected the first ensemble member of the historical runs and we generated seasonal
maps of the average winter (December-January-February) snow depth. The models climatology has

been compared to the ERA-Interim/TLand snow depth reanalysis.

Dataset Spatial Resolution [°longitude]
CMCC-CM 0.75
BCC-CSM1.1m 1.125
MRI-CGCM3 1.125
EC-Earth 1.125
CESM1-BGC 1.25
ERA-Interim/Land 0.75

Tab.1l: Datasets used in this study: five high resolution (not coarser than 1.25°) CMIP5 Global Climate Models
providing the snow depth variable and ERA-Interim/Land Reanalysis.

We used GCMs and reanalysis data at their original spatial resolution rather than regridding the model
data to a common resolution grid in order to not introduce artificial uncertainties related to the spatial

interpolation. We calculated the spatial averages of snow depth by weighting the original GCM values
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(at the native resolution) by the fraction of each grid cell with elevation greater than 1000 m a.s.l. The
GCM snow depth climatologies were compared to the ERA-Interim/Land reanalysis in the

overlapping period 1980-2005.

3. RESULTS
Snow depth spatial variability

Fig.2 represents the spatial distribution of the winter (DJF) mean snow depth obtained from the
CMIP5 GCM historical simulations averaged over the period 1980-2005. The maps are ordered
according to the model grid size, from the highest to the lowest spatial resolution. The ERA-
Interim/TLand snow field (top left panel) can be considered as an approximation of the ground truth. In
correspondence of the Baltoro glacier ERA-Interim/TLand presents a fictitious peak of about 10 m of
snow water equivalent: since this value is not intended to be representative of the real conditions, the

Baltoro area has been excluded from the analysis below.
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Fig. 2: Spatial distribution of the winter (DJF) snow depth fields obtained from CMIP5 GCM simulations. The
maps represent multiannual averages over the period 1980-2005 and they are ordered according to decreasing
spatial resolution. The corresponding ERA-Interim/Land snow depth product is reported in the top left panel.

All GCMs identify a similar spatial pattern with a snow depth peak over the Hindu-Kush Karakoram
and Western Himalaya mountains and decreasing values moving toward the Himalaya in South-East
direction. Another snow depth peak is found in the South-Eastern part of the Tibetan plateau, at the
border with India. The models are in faitly good agreement with the ERA-Interim/Tand reanalysis, but
they generally represent thicker snow depth throughout the region. The main difference among the

GCMs is found over the Tibetan plateau: while BCC and MRI models identify continuous and locally

Advances in Climate Science

115



Gisc s

deep winter snowpack, the other models show a shallower (EC-Earth and CESM1) or almost
negligible (CMCC-CM) snow depth. The surface observation data available from Chinese stations
confirm the presence of thick snowpack in the Eastern and South-Eastern Tibetan Plateau, where
winter average snow depth is locally above 20 cm [4]. For the rest of the region it is very difficult to

make a comparison with the ground-truth due the lack of surface observations.

Seasonal cycle

We explored how the high resolution GCMs simulate the snow seasonal cycle in the Third Pole. We
selected the mountains above 1000 m a.s.l. (excluding Baltoro area) and we calculated for each model
the average monthly snow depth in the period 1980-2005 and then the GCMs ensemble mean (Fig.3).
All GCMs and ERA-Interim/Tand present a unimodal snow regime, with the maximum generally
occurring in March. The spread among the models is remarkable, with the CMCC-CM representing the
shallowest snowpack and BCC-CSM1.1M the thickest. Compared to ERA-Interim/TLand reanalysis, the
EC-Earth model provides the closest picture, nevertheless it tends to overestimate snow depth in late
autumn and early winter. The ensemble mean shows that the GCMs identify a thicker snowpack with

respect to ERA-Interim/Land reanalysis throughout the season.

Fig. 3: Seasonal cycle of snow depth in the Third Pole region (area above 1000 m a.s.l.) obtained from the high
spatial resolution GCMs. The values refer to the multiannual monthly averages over the period 1980-2005.
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4. DISCUSSION AND CONCLUSIONS

The definition of the snow characteristics in the mountains of the Third Pole region is extremely
difficult owing to insufficient surface observations. Despite this, we used the simulations of the Global
Climate Models to infer information on large-scale snow features. We considered the datasets provided
by the CMIP5 GCMs in order to investigate how they represent the winter snowpack distribution and
the seasonal cycle. The GCMs intercomparison shows an overall agreement in the reproduction of the
spatial patterns of snow depth. Some differences are found when looking at the thickness of the
snowpack, that shows a spread among the models. In average the GCMs tend to overestimate snow
depth over the Third Pole region in compatison to the ERA-Interim/Land reanalysis, anyway it is
difficult to establish what model performs best in such a poorly instrumented area. The results suggest
that relying on a single GCM could lead to a biased picture of the snow features in the Third Pole

region.

The present study will be extended focusing the attention, separately, on the different climatic
subregions of the Third Pole environment (i.e. the Tibetan Plateau, the Hindu-Kush Karakoram and
the Himalaya) and exploring the temporal variability of the snowpack in the past 150 years and its

expected changes in the future decades.
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Abstract

In this work the authors investigate possible changes in the intensity of heavy precipitation events
under a warmer climate, using the results of a set of 20 climate models taking part to the Coupled
Model Intercomparison Project phase 5 effort (CMIP5). Future changes are evaluated as the epoch
difference between the last four decades of the 21st and the 20th Century assuming the Representative
Concentration Pathway RCP8.5 scenario. As a measure of the intensity associated with heavy
precipitation events, we use the difference between the 99th and the 90th percentiles. Despite a slight
tendency to underestimate the observed heavy precipitation intensity, the considered CMIP5 models
well represent the observed patterns during both summer and winter seasons for the 1997-2005 period.
Future changes in average precipitation are consistent with previous findings based on CMIP3 models.
In addition, we found a projected increase of the width of the right tail of the distribution in a warmer
climate, even over regions where neatly the entire precipitation distribution becomes dryer. This is the

case of the Furo-Mediterranean domain.

Keywords: Extreme Events, Precipitation, CMIP5, Europe
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1. INTRODUCTION

Changes in the frequency and intensity of extreme events can affect human health directly through heat
waves and cold spells and indirectly through floods or pollution episodes [1, 2, 3]. Because of these
large societal and economic impacts, it is of paramount importance to assess potential changes in the
upper tail of the rainfall distribution. The availability of a new set of climate simulations for the twenty-
first century, carried out with state of the art coupled GCMs produced for the fifth Coupled Model
Intercomparison Project (CMIP5 [4]), gives us the possibility to investigate future changes in intense
precipitation following one of the Representative Concentration Pathways (RCPs) considered as
illustrative of potential future scenarios. The present analysis is performed following the RCP8.5
scenario, the one with the highest rate of increase in greenhouse gas concentrations within the new set
of RCPs. The main aim of this work is to inspect changes in the shape of the right tail of the
precipitation events distribution under warmer conditions over the Euro-Mediterranean region,
comparing the last part of the twenty-first century with the last part of the twentieth century, as
simulated by a set of CMIP5 climate models. The paper is organized as follows. Section 2 describes the
data and provides an overview of the methodology used, Section 3 presents the results of the analyses,

and Section 4 summarizes the main points of the study and concludes the paper.

2. DATA AND METHODOLOGY

For this analysis we use daily precipitation fields from a subset of the CMIP5 multimodel ensemble,
consisting of simulations of the twenty and twenty-first century climate performed with 20 coupled
ocean-atmosphere climate models (see table 1). CMIP5 simulations are conducted in support of the
fifth assessment report of the Intergovernmental Panel on Climate Change (IPCC-ARS5). The
horizontal resolution of the atmospheric component of the considered models ranges from about 0.75
to about 3.5 degrees with a median of 1.7 degrees. Two periods are analysed: the period 1966-2005
(hereafter PRESENT), corresponding to the last part of the ‘historical’ CMIP5 simulation and the
period 2061-2100 (hereafter FUTURE), run under the high-end RCP8.5 scenario (5,6]. The ‘historical’
simulation is performed forcing CMIP5 models with observed concentrations of greenhouse gasses,
aerosols, ozone and solar irradiance, starting from an arbitrary point of a quasi-equilibrium control run.

The RCP8.5 scenario follows a rising radiative forcing pathway leading to 8.5 W/m2 in 2100.
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For this analysis we make use of daily precipitation fields. The capability of the CMIP5 models to
simulate the present climate in terms of heavy precipitation events has been assessed using daily data
from the Global Precipitation Climatology Project (GPCP, [7]), of the period 1997-2005 (hereafter
PRES). In the rest of the paper, for the sake of simplicity we will refer to the GPCP data as
‘observations’. In this work we aim to assess potential changes in precipitation extremes that might

have a societal impact, thus we mainly focus on precipitation over land.

To investigate how CMIP5 models represent the right tail of the precipitation distribution compared
to observations, we computed the 90th and 99th percentiles (hereafter 90p and 99p) obtained by
aggregating daily precipitation values, belonging to the investigated period, over each single grid point.
Furthermore, in our analysis, we want also to assess how heavy rainfall, defined as daily events with a
precipitation amount greater than the 90p, might change in intensity. To this aim, we use the difference
between the 99p and 90p, where the former is representative of very intense precipitation and the latter
is the threshold used to define an event as heavy rainfall. This metric has been defined, separately for
PRESENT and FUTURE climates, to quantify the width of the right tail of the precipitation
distribution. Percentiles are computed for each model, on the corresponding original spatial grid.
Individual model results have been then interpolated onto the GPCP regular grid to allow the multi-

model averaging.

For abbreviation purposes, we will refer to ‘future changes’ to indicate changes between the FUTURE

(2061-2100) and the PRESENT (1966-2005) periods.

3. RESULTS

Previous assessments [8] have shown that at global scale The 90p and 99p are consistently simulated at
middle and high latitudes by CMIP5 models, but they tend to underestimate these indices in the
Tropics, especially in the northern summer and also at high latitudes in the Northern Hemisphere
during northern winter and Southern Hemisphere during northern summer. This tendency is noticeably
less pronounced when only models with a horizontal resolution finer than 1.5 degrees are considered
(about 50% of the CMIP5 models used in this analysis, see table 1), but the dispersion around the mean

does not change (not shown).

Over the Euro-Mediterranean region the 99p-90p model ensemble mean propetly captures observed

spatial patterns, despite a general tendency to underestimate this metric (Figure 1) during summer and
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overestimating it during winter in Northern Europe. Future changes in climatological precipitation
patterns (Figure 2 left panels) are overall coherent with previous findings [9] obtained using CMIP3
(the previous phase of the Coupled Model Intercomparison Project) models. During winter a general
increase/decrease in precipitation over land is found in Northern/Southern Europe (45N is here used
to separate the two mentioned regions). During summer, a similar behaviour is found but with a
northward shift of the latitude corresponding to the change of sign (now 55N instead of 45N) if
compared to winter results. Future changes in 90p (Figure 2, central panels) follow the described
changes in average precipitation. The usage of 99p-90p gives the possibility to better investigate
changes in the right tail of the distribution of precipitation events, especially over regions where both
90p and 99p increase/decrease. In fact, despite the very similar patterns found in future changes of
climatological precipitation and 90p (Figure 2, left and central panels respectively), the 99p-90p
changes, pertaining to heavy precipitation events (Figure 4, right panels), look different: in the
FUTURE period the 99p-90p metric increases in almost the entire domain, even over regions where
average precipitation and 90p values show a decrease (red patterns in Figure 2). This is the case of
southeast Europe during summer, where the width of the right tail of the distribution increases, even if
nearly the entire precipitation distribution becomes dryer (i.e., decreases in total, 90p, and 99p
precipitation). This positive tendency is then more pronounced for the rightmost part of the rainfall
distribution, compared with the leftmost part in the FUTURE period with respect to the PRESENT

period are shown.

4. DISCUSSION AND CONCLUSIONS

In this paper we apply the difference between 99th and 90th percentile of the daily precipitation
resulting from a set of twenty CMIP5 simulations, with the aim of quantifying potential changes in the
width of the right tail of precipitation distribution, thus to the range of values attributable to a heavy

(greater than 90p) precipitation event.

Precipitation intensity seems to increase more than mean precipitation under a warmer climate, over a
substantial portion of the Euro-Mediterranean domain, confirming previous findings [10, 11, 12].
These changes are consistent with a greater moisture-holding capacity of the warmer air contributing to
greater moisture convergence [13] and with the Clausius—Clapeyron dependence which is relevant for

heavy precipitation events [14], which are able to empty the atmospheric moisture column [15, 106]. It is
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in fact well known that increases in atmospheric water vapour content are generally associated with
increases in heavy precipitation in a warmer climate [17, 18]. The width of the right tail of the
precipitation event distribution increases almost everywhere over Europe, independently of the
direction in which the distribution evolves in a warmer climate, suggesting more heavy precipitation
events especially. The increased availability of water in a warmer climate, is confirmed by the water

vapour content (WCONT), vertically integrated through the atmospheric column (Figure 3).

To a first approximation, if one considers no changes in precipitation efficiency (here defined as the
ratio of total precipitation to total available moisture), we would link the increased width of the right
tail of FUTURE precipitation distribution to the increased availability of WCONT: a precipitation
event increases its probability to be associated with a column of air with a water content greater than
what is available in the PRESENT climate. Regional changes in the atmospheric circulation patterns
[19] might also alter the statistics of the heavy rain events. However a conclusive disentangling of the
causes underlying the detected changes in the precipitation distribution is beyond the purpose of this
work. In summary, despite the fact that model projections of future changes in heavy precipitation
events in response to global warming might be underpredicted [16], a picture of a Euro-Mediterranean
region with intensifying heavy precipitation events over the majority of land seems confirmed by
CMIP5 model projections for the end of the twenty-first century, at least following a future scenario
with a continuous rise in radiative forcing during the twenty-first century. This implies increasing risks

for natural and human systems that are sensitive to wet extremes [20,14].
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Latx Lon . .
Model name Institute (Institude ID)
(degrees)
BNU-ESM 28x%2.8 College of Global Change and Earth System Science, Beijing Normal
) : University (GCESS)
CCSM4 09x1.5 National Center for Atmospheric Research (NCAR)
CMCC-CESM 3.7x3.7 Centro Euro-Mediterraneo sui Cambiamenti Climatici (CMCC)
CMCC-CMS 19x1.9 Centro Euro-Mediterraneo sui Cambiamenti Climatici (CMCC)
CMCC-CM 0.8x0.8 Centro Euro-Mediterraneo sui Cambiamenti Climatici (CMCC)
CNRM-CM5 1.4 x 1.4 Centre National de Recherches Meteorologiques / Centre Europeen de
' ' Recherche et Formation Avancees en Calcul Scientifique (CNRM- CERFACS)
CSIRO-MK3-6-0 1.9%x1.9 Commonwealth Scientific and Industrial Research Organization in collaboration
) ) with Queensland Climate Change Centre of Excellence (CSIRO-QCCCE)
CanESM?2
2.8x2.8 Canadian Centre for Climate Modelling and Analysis (CCCMA)
FGOALS-s?2 1.6x 2.8 LASG, Institute of Atmospheric Physics, Chinese Academy of Sciences
: : (LASG-IAP)
GFDL-CM3 2.0x2.5 NOAA Geophysical Fluid Dynamics Laboratory (NOAA GFDL)
GFDL-ESM2G 2.0x2.5 NOAA Geophysical Fluid Dynamics Laboratory (NOAA GFDL)
GFDL-ESM2M 2.0x2.5 NOAA Geophysical Fluid Dynamics Laboratory (NOAA GFDL)
HadGEM2-CC 1.2x1.8 Met Office Hadley Centre (MOHC)
HadGEM2-ES 1.2x1.8 Met Office Hadley Centre (MOHC)
INM-CM4 1.5x2.0 Institute for Numerical Mathematics (INM)
IPSL-CM5A-MR 1.2x2.5 IPSL-CM5A-LR Institut Pierre-Simon Laplace (IPSL)
Atmosphere and Ocean Research Institute (The University of Tokyo), National
MIROC5 14x1.4 Institute for Environmental Studies, and Japan Agency for Marine-Earth
Science and Technology (MIROC)
MPI-ESM-MR 19x1.9 Max Planck Institute for Meteorology (MPI-M)
MRI-CGCM3 1.1x1.1 Meteorological Research Institute (MRI)
NorESM1-M 1.8x 2.5 Norwegian Climate Centre (NCC)

Tab. 1: CMIP5 models involved in this study. Bold values in the second column indicate horizontal resolution

finer than 1.5°.
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Fig. 1: Measure of the right tail of the precipitation events distribution, represented as 99p-90p during the period
1997-2005 as obtained by the observations (left panels) and CMIP5 (average over the 20 models, right panels).
Upper panels trefer to boreal winter and lower panels refer to boreal summer. Units are [mm/d].
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Fig. 2: Future changes (2061-2100 — 1966-2005) in average precipitation (left panels), 90th percentile of
precipitation (90p, central panels) and width of the right tail of the precipitation events distribution (99p-90p,
right panels) following the RCP8.5 CMIP5 scenario, as averaged over the CMIP5 models. Upper panels refer to
boreal winter and lower panels refer to boreal summer. Units are [%]. White patterns over land indicate regions

with seasonal precipitation lower than 0.5 mm/d.
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Fig. 3: Water vapour content (WCONT), vertically integrated through the atmospheric column, during the 1966-
2005 period (left panels) and increase in 2061-2100 wrt 1966-2005 as averaged over the CMIP5 models. Upper
panels refer to boreal winter and lower panel refer to boreal summer. Units are [Kg/m?2].
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Abstract

The Hindu-Kush Karakoram (HKK) region, the westernmost part of the Himalayan chain, receives
considerable precipitation amounts during winter, mostly associated with the arrival of westerly
perturbations (Western Weather Patterns, WWP) that originate from the Mediterranean and the North
Atlantic. In this work, we study the effects of the North Atlantic Oscillation (NAO) on winter
precipitation over this area, using an ensemble of precipitation datasets and the reanalysis ERA40. We
focus on the NAO-induced changes in moisture transport influencing precipitation and we investigate
the NAO effects on tropospheric circulation, evaporation, surface wind speed, sea surface temperature
and precipitable water from the reanalysis output. An Earth system model (EC-Earth) is tested against
the observations/reanalyses to check its skill in reproducing WWP and the mechanisms by which the
NAO affects winter precipitation in the HKK. We find that above (below) than normal precipitation
occurs in correspondence of the positive (negative) NAO phase. Most of the humidity comes from the
Arabian area, where moisture from the Northern Arabian Sea, the Persian Gulf, the Red Sea and even
the Mediterranean converges. During the positive NAO phase there is an intensification of moisture
transport towards Pakistan and Western India, which is associated with changes in tropospheric
circulation and evaporation from these reservoirs. As a result, wetter than normal conditions occur at
the foot of the Himalayas and the enhanced available humidity is picked up by WWP that release more
precipitation over the HKK slopes. Simulation results from the EC-Earth model are in good agreement
with the observations and the reanalysis in the time period from 1957 to 2002. Further investigations
will include the possibility to repeat the analysis with EC-Earth using the whole historical simulation
(from 1850 to 2005) and for the future (until 2100) under different emission scenarios, in order to

evaluate possible changes that occurred in the past and might occur in the WWP activity.

Keywords: Precipitation, North Atlantic Oscillation, Hindu-Kush Karakoram Himalaya.
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The Hindu-Kush Karakoram (HKK) region constitutes the westernmost part of the Himalayan range,
encompassing parts of Afghanistan, Pakistan, India and China. Being the largest mountain region in the
world, the whole Himalayan chain feeds some of the major rivers of Southeast Asia (such as the
Ganges, the Brahmaputra, the Indus, the Yellow river and the Yang-Tze) bringing water to more than
1.5 billion people [1]. For this reason, the understanding of the hydrological cycle in this area and the
study of its possible changes in the next decades are of major importance both from a scientific and a

geopolitical point of view and a necessary step to develop adequate adaptation strategies.

There are two main circulation patterns bringing precipitation in the Himalayas: during summer, the
Indian monsoon produces high precipitation amounts over the Indian subcontinent and the central and
eastern Himalayan range; conversely, during winter, considerable precipitation amounts affect the
HKK due to the presence of westerly perturbations, here referred to as Western Weather Patterns
(WWP). These systems are low pressure synoptic weather systems that originate from the
Mediterranean or even the North Atlantic and move eastward until they reach the HKK. Winter
precipitation over this area mostly accumulates in form of snowpack, helping the preservation of

glaciers and constituting an important water source for river basins during the whole year [2].

Given the crucial role played by WWP systems in regulating the hydrological cycle of the region, there
is an increasing interest into the study of their variability and of teleconnection patterns affecting these
circulations (see for example [3] and [4]). In particular, as WWP originate from the Northeastern
Atlantic and the Mediterranean regions, strongly influenced by the North Atlantic Oscillation (NAO)
especially during winter (see for example [5]), one could expect that the NAO affects also WWP,
regulating precipitation over the HKK. Previous works indeed found a correlation between the NAO
and precipitation in this area, with above (below) than normal amounts during the positive (negative)

NAO phase ([2], [3], [4] and [06]).

It is worth pointing out that the complex orography of the HKK poses a severe constraint to the
meteorologic monitoring. Although the efforts made in the recent years to increase the number of
stations, the spatial coverage of observations is still sparse and biased by altitude and there are
problems in detecting the snow component of precipitation, which is not negligible in this area. All
these uncertainties make it difficult to consider any single dataset as a reference “truth” for
precipitation [1]. For these reasons, in this work we consider an ensemble of precipitation datasets,

including satellite TRMM (Tropical Rainfall Measuring Mission) observations, three rain-gauge-based
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datasets - the Asian Precipitation Highly-Resolved Observational Data Integration Towards Evaluation
of Water Resources (APHRODITE), the Global Precipitation Climatology Centre (GPCC) and the
Climate Research Unit (CRU) - and the ERA40 reanalysis, to study the NAO effects on precipitation in
the HKK and, at the same time, to investigate which differences arise when choosing a particular

dataset rather than another one. The main features of these datasets are resumed in Tab.1.

The main purpose of this work is to investigate which are the mechanisms that contribute to establish
the link between the NAO and precipitation in the HKK. Some authors ([3]) associated the
intensification of WWP with the effect of an enhanced sea level pressure and 500 hPa trough which
develops over Central-Southwest Asia during the positive NAO phase. Another study ([4]) showed that
pressure anomalies associated with the positive NAO phase intensify the Asian jet stream over North
Africa and the Middle East, up to Northwestern India, which in turn intensifies WWP. Finally, [3]
pointed out that the transport of extra moisture during the positive NAO phase from the
Mediterranean, the Caspian Sea and the Arabian Sea contributes to the NAO-precipitation signal in

Northern Pakistan.

We perform an analysis of moisture transport towards the HKK to identify the main water sources for
humidity and precipitation over this area and to analyze the changes occurring in moisture transport
associated with the NAO phase. We investigate the possible causes, by analyzing the NAO effects on
evaporation from the identified sources and tropospheric circulation toward the HKK. To this end,
evaporation, specific humidity, sea surface temperatureand wind data from the ERA40 reanalysis have
been used. Moisture transport and precipitable water are calculated following the approach of [9] from

3-dimensional fields of specific humidity and horizontal wind.
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Dataset Type Period Spatia empo_ra >pa I?
coverage | resolution | resolution
APHRODITE L . 60°E-150°E . o
V1003R1 product in-situ gridded | 1951-2007 15°5-55°N Daily 0.25x0.25
GPCC in-situ gridded | 1901-2009 Global Monthly 0.5x0.5°
CRU in-situ gridded | 1901-2010 Global Monthl 0.5x0.5°
TS3.10 product g y R
TRMM . global belt .
3842 product Satellite 1998-2007 50°S-50°N 3-hour 0.25x0.25
. Sept 1957 o
ERA40 Reanalysis Aug 2002 Global 6-hour |1.125x1.125

Tab. 1: Considered datasets and main features.

In the present work, the winter season is defined to include months from December to March (DJFM)
and the NAO is measured with the DJFM station-based NAO index (NAOI) of [8], which is based on
the difference between the normalized sea level pressure in Lisbon (Portugal) and in
Stykkisholmur/Reykjavik (Iceland). The analysis is based on correlations and composites calculated
over the period 1958-2002, which is the overlapping period between the considered datasets (excluding

TRMM).

The whole analysis is repeated with the EC-Earth model to assess its ability to reproduce WWP and the
associated mechanisms. EC-Earth is an Earth system model based on state-of-the-art models for the
atmosphere, the ocean, land, sea ice and the biosphere developed by a consortium of more than 20
European research institutions ([7]). We use the v2.3 release, run at T159 horizontal spectral resolution
(corresponding to a grid of about 1.125° latitude-longitude) with 62 vertical levels for the atmosphere.
In this work, the output of the historical simulation (from 1850 to 2005) run at ISAC-CNR is analysed.
The run is forced by reconstructed solar variability and anthropogenic forcing. Since the oscillation
patterns (such as the NAO) in global climate model simulations are not in phase with the observed
oscillations, a NAO index for EC-Earth is calculated with the same method as defined in [8] using sea

level pressure data from the model output fields.

The study of the NAO effects on winter precipitation shows that all the considered datasets coherently
exhibit enhanced precipitation over the HKK during the positive NAO phase. This is particularly

evident when considering the difference between the positive and the negative NAO composites of
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precipitation, which show the highest absolute values outside the European domain over Northern
Pakistan and Northern India. However, differences between the datasets arise in the spatial distribution
and in the significance of correlation coefficients. In particular, the three datasets based on the
interpolation of in-situ station data (APHRODITE, CRU and GPCC) similarly show significant
correlations over a spatially limited area, while ERA40 shows a stronger signal, with significant
correlations over a broader area from Northern Afghanistan to Northern India. These differences
reflect the difficulty of having reliable precipitation estimates over this region due to the complex
orography, problems in detecting snowfall and the sparse coverage of stations. The signal in the EC-
Earth model is within the range of the signals observed in the other datasets, showing that the model

reliably reproduces the effects of the NAO on precipitation.

The analysis of moisture transport in the ERA40 reanalysis shows that most of the humidity in the
HKK region comes from the Arabian area, where moisture from the Northern Arabian Sea, the
Persian Gulf, the Red Sea and even the Mediterranean converges. The NAO is found to have a
significant effect on moisture transport. During the positive NAO phase, moisture transport over the
Mediterranean is strongly reduced, coherently with previous studies showing a more north-eastward
oriented transport over the Atlantic, resulting in wet conditions over Northern Europe and reduced
moisture transport over the Mediterranean [8]. Conversely, the intensity of moisture transport from the
Arabian area towards Pakistan is significantly higher during the positive NAO phase. As a consequence,
wetter than normal conditions are found over Northern Pakistan and Northern India, with an
accumulation of humidity at the foot of the Himalayan range. The enhanced available humidity is

picked up by WWP that release more precipitation as they reach the HKK slopes.

To better understand how the NAO can influence moisture transport and, consequently, precipitation
in the HKK, the NAO effects on tropospheric circulation and evaporation from ERA40 are
investigated. Since the atmospheric water vapour mainly locates in the lower troposphere, below 500
hPa [9], the main contribution to the total moisture transport is given by circulation in the lower
troposphere. During the positive NAO phase, an intensification of lower tropospheric westerly winds
from the Arabian area towards Pakistan occurs, allowing for a faster transport of moisture. This
anomaly in low level winds is associated with the intensification of the subtropical Asian jet from North
Africa to Southwestern Asia in the upper troposphere. Simultaneously, enhanced evaporation occurs
from the Red Sea, the Persian Gulf and the Northern Arabian Sea, associated with anomalies of sutrface

wind speed and sea surface temperature and resulting in an increased arrival of humidity in the Arabian
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area. Also the Southeastern Mediterranean shows higher evaporation during the positive NAO phase,
which is associated to drier conditions of the air, but this anomaly unsuccessfully balances the reduced
tropospheric moisture content and transport over this area. As a result, the total moisture transport
outgoing the Mediterranean during the positive NAO phase is lower than normal. What can actually
cause a higher contribution of moisture from this region to the HKK is the more southward direction
of winds, allowing humidity to reach the Arabian area and the main moisture channel from here to the

HKK.

The analysis of moisture transport and associated processes in EC-Earth is in a very good agreement
with the observations previously made for the reanalysis ERA40. The main difference between the two
cases is found for evaporation in the Northern Arabian Sea, where EC-Earth does not show significant
changes between the opposite NAO phases. However, the anomaly is of the same sign as in ERA40
and this difference does not affect the intensification of moisture transport towards Pakistan during the
positive NAO phase, which is well reproduced by the model. This result has a double implication: on
the one hand, it indicates that the model reproduces well not only the NAO effects on precipitation in
the HKK, but also the proposed mechanism; on the other hand, it gives robustness to the mechanism
itself. These findings give encouraging indications towards the use of the EC-Earth model to
investigate the WWP activity in the past decades and to make future projections under different
emission scenarios, in order to evaluate possible changes that occurred and might occur and their

consequences for precipitation in the Karakoram.
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Abstract

Atmospheric blocking is a mid-latitude weather pattern characterized by quasi-stationary, long-lasting,
high-pressure anticyclonic system that modifies the westerly flow. In this work, Northern Hemisphere
winter blocking and its impacts on mid-latitude climate are analysed through the introduction of a new
set of bidimensional diagnostics based on the geopotential height. Such diagnostics provide
information about the occurrence, the duration, the intensity and the wave breaking associated with the
blocking. It is therefore possible to discern among three main categories of blocking: one is detected at
high latitude occurring over Greenland and North Pacific, north of the jet stream and dominated by
cyclonic wave breaking. A second one is placed at low latitudes over the Pacific and Atlantic oceans,
unable to block or divert the flow. Finally a third category is defined as the traditional mid-latitude
blocking, and it is only detected over Europe and driven by anticyclonic wave breaking. The
relationship among European blocking, the Atlantic eddy-driven jet stream and the North Atlantic
Oscillation (NAO) is hence analysed in NCEP/NCAR reanalysis and in a climate model. It is shown
that Buropean Blocking is decoupled from the NAO but it is mainly associated with poleward
displacements of the jet stream. Moreover, the whole blocking area placed on the equatorward side of
the jet stream, broadly ranging from Azores up to Scandinavia, emerges as associated with poleward jet
displacements. The diagnostics are finally applied to two different climate model simulations. This
analysis highlights large underestimation of European blocking, typical feature of general circulation
models. Interestingly, observed blocking and jet biases over the Euro-Atlantic area are consistent with

the blocking-jet relationship observed in the reanalysis.

Keywords: Atmospheric Blocking, North Atlantic Oscillation, Jet Stream, CMIP5 models
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1. INTRODUCTION

The Euro-Atlantic region shows a great amount of natural variability, with weather phenomena acting
on different spatial and temporal scales, ranging from synoptic scale cyclones up to large-scale planetary
wave oscillations. Renewed interest in the last years has been raising around the role of low-frequency
anomalies associated with atmospheric blocking, a mid-latitude weather pattern that describes a quasi-
stationary, long-lasting, high-pressure system that modifies the westetly flow, "blocking" (or at least
diverting) the eastward movement of the migratory cyclones [1] This usually occurs when a subtropical
airmass of low vorticity is advected poleward, developing an anticyclonic circulation. Blocking occurs
throughout the year, even if it is more frequent during winter and spring. It typically develops at the
end of the Pacific and Atlantic jet streams, and it affects significantly the weather of the underlying

regions, sometimes leading to cold spells in winter and heat waves in summer.

Even though largely debated in the literature since the 1950s, a full dynamical understanding of
atmospheric blocking is still an open issue: this is confirmed by the large set of theories that has been
proposed without achieving a unique conclusion on the dynamics of blocking (e.g [2]) and by the poor

skill of weather and climate which is widely documented even for state of the art models [3].

In addition to this, the existence of several objective blocking detection methods makes a clear

comparison of different works not straightforward.

In order to face this last issue, a new blocking index based on the bidimensional extension of the [4] is
introduced. This index based on the reversal of the meridional gradient of geopotential height,
measured at 500 hPa, but it is extended from 30° N to 75° N. This method tries to overcome the

traditional fixed-latitude approach, by inferring more details on blocking occurring at different latitudes.

However, this above-presented Instantaneous Blocking (IB) definition does not provide any
information about the spatial or temporal extension of the phenomena, which are the main constraints
to define a blocking event [1]. In order to introduce spatial persistence, Large Scale Blocking (LSB)

events are defined as IB extended for at least 15° of continuous longitude.
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Fig. 1: NCEP/NCAR Reanalysis (DJF 1951-2010) Instantaneous Blocking frequency (left panel) and Blocking
Events frequency (right panel). Colours are representative of percentage of blocked days with respect to total
days. Contours show the eddy driven jets as climatological zonal wind speed higher than 8 m/s at 850 hPa.

A Blocking Event is finally defined if a LSB occurs within a box of 10° lon x 5°lat centered on that grid
point for at least 5 days. Such criteria ensure that the detected episodes have both significant meridional
and zonal extension, are quasi-stationary and persist for sufficient time to be considered as real

blocking events, fulfilling the criteria defined by [1].

2. A BLOCKING CLIMATOLOGY

The blocking climatology for the NCEP/NCAR Reanalysis (DJF 1951-2010) is reported in Figure 1.
Left panel shows the IB frequency, while right panel reports the Blocking Events frequency. The well-
known high frequency area present over Europe is evident, with a maximum placed between the British
Isles and the North Sea. However, blocking frequency is dominated by high-latitude events occurring
over the North Pacific/Eastern Siberia and over Greenland (defined as High-Latitude Blocking, HLB).
A strip of high values of blocking frequency develops from the British Isles to the south-west up to
Florida at very low latitudes. A similar but less noticeable region of blocking is seen over the

Subtropical Eastern Pacific.

The sensitivity of the index to different spatial and temporal constraints has been proved to be

negligible, especially concerning the spatial distribution of the preferred regions of blocking occurrence.
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Moreover, the agreement among different reanalyses has been tested making use of ECMWF ERA-40
and ERA-INTERIM Reanalysis.

Together with the blocking index, several bidimensional diagnostics have been developed in order to
get more physical insight. First of all, the duration of blocking events for each grid point has been
computed. Hence, two different indices providing a measure of the intensity of the blocking are
computed: the Meridional Gradient Intensity (MGI) and the Blocking Intensity (BI). While the former
gives a measure of the intensity of the easterly wind to the south of the blocked point, the latter

indicates how the meridional circulation is affected by the presence of blocking.

A measure of the direction of rotation of the Rossby Wave Breaking (RWB) is also obtained. RWB is a
large-scale overturning of potential vorticity contours on an isoentropic surface. They can be
categorized into cyclonic/anticyclonic wave breaking when a Northwest-Southeast/Southwest-
Northeast tilted trough-ridge pair is advected cyclonically/anticyclonically and they have been shown to
be strongly associated with blocking events [5]. Full details on the blocking detection scheme and the

associated diagnostics may be found in [6].

This set of diagnostics provides a large source of information that allowed us to define 3 main
categories of blocking events. The first case, blocking occurring on the poleward flank of the jet stream,
has been defined as High Latitude Blocking (HLB). HLB events occur mainly over Greenland
(Greenland Blocking) and over Eastern Siberia (North Pacific Blocking). A composite of those events
can be seen in upper right and left panels of Figure 2 respectively. They are characterized by the fact

that they are just able to divert the jet stream equatorward (instead of blocking it) and
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Fig. 2: Composites on blocked days of geopotential height at 500hPa. From upper left, clockwise: European
blocking, Greenland Blocking, Atlantic LLB and North Pacific Blocking. Positive anomalies are contoured in red,
negative anomalies in blue and are drawn every 50hPa. Dots marks the points on which composites are
computed.

able to divert the jet stream equatorward (instead of blocking it) and by the cyclonic Rossby wave
breaking associated with them. Moreover, their longitudinal geopotential cross section is tilted showing

a baroclinic-like feature.

A second category of blocking-like structure has been defined as Low Latitude Blocking (LLB): this
category contains all events detected adjacent to the subtropics, approximately south of 40° N. LLB

composite is shown in lower left panel of Figure 2. They are signatures of the oscillations of the
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subtropical high and the corresponding flow reversal. These events, occurring mainly over Central
Eastern Pacific and Atlantic, are unable to block the flow and they seem also unable to divert it, thus
having an almost negligible impact on the weather pattern. They are barotropic, associated with

anticyclonic Rossby Wave Breaking, and their signature is an enhanced subtropical ridge.

The last group of blocking events is the one that actually splits the flow and typically occurs at the mid-
latitudes. The analysis performed suggests that only events over Central Europe could be defined as
"real" mid-latitude blocking events; these events are classified as European Blocking (EB). The
composite for these events it is shown in upper left panel of Figure 2. EB shows a signature similar to

Atlantic LLB events, with an enhanced barotropic ridge associated with an anticyclonic-wave breaking.

In addition to this, the inter-annual variability and the trends of the blocking frequency and intensity
have been analysed. A very marked year-to-year variability emerged as evident, not allowing an easy
detection of significant trends in Blocking Events frequency. However, a moderate increase is observed
for Atlantic LLB events, while at high latitudes several areas of decreased blocking frequency are
identified. The trends reported for the Blocking Intensity are more evident, suggesting an increased
impact of Blocking Events over Central Europe and British Columbia. This last feature could

potentially have some influence on the extreme events over those regions.

3. BLOCKING AND THE EURO-ATLANTIC VARIABILITY

Once the blocking climatology has been validated, in the second part of the work the attention is

focused on the role played by blocking in the context of the Euro-Atlantic variability.

Therefore the analysis has been devoted to the teleconnection patterns of the Euro-Atlantic region.
The North Atlantic Oscillation (NAO) and the East Atlantic pattern (EA) has been defined as the first
and second Empirical Orthogonal Function (EOFs) of the monthly mean geopotential height at
500hPa over the Atlantic sector. The associated Principal Components (PCs) defines each EOF

timeseries.

Four lat-lon sectors, whose coordinates are reported in Table 1, are introduced. Those sectors have
been defined as boxes centred on the relative maximum of Blocking Events frequency in the

considered area.
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The Pearson's Correlation coefficients between the daily blocking timeseries and the daily NAO index

(and the second and third EOFs) are reported in Table 2.

Azores Europe Greenland Iberian Wave
(Atlantic LLB) (EB) (GB) Breaking (IWB)
60W-30W 15W-25E 65W-15W 30W-0W

30N-40N S50N-65N 62.5N-72.5N 37.5N-50N

Table 1: Sector for blocking analysis

No significant cotrelation (-0.07/-0.01) is found between the Eutropean Blocking and the NAO or EA,
suggesting that blocking over Central Europe is independent from the both the main teleconnection
pattern. Negative correlation emerges between the NAO and the GB measured (-0.53, significant at
99%) and a smaller but also significant (99%) positive correlation between the NAO and the LLB/IWB
sector (0.40/0.36). Correlation values increase if the monthly and yearly timescales are used instead of

the daily ones (not shown).

The negative correlation (-0.53) found between GB events and the NAO index is in agreement with the

"blocking-dependent"” interpretation of the NAO presented by [7].

Telec Pattern Atlantic LLB Europe Greenland IWB
NAO 0.37 -0.07 -0.53 0.33
EA 0.03 -0.01 0.06 0.13

Table 2: Pearson’s correlation values of the entire daily timeseries between blocking occurrence
and the PC of the main Atlantic teleconnection pattern
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Fig. 3: Upper panel: Jet Latitude Index PDF for NCEP/NCAR Reanalysis, whete black line represents the
climatological distribution, blue line represents GB days, green line EB days and orange line IWB blocking days.
Dotted line represents JLI when no blocking in three sectors are detected. Black vertical line shows the latitude of
the central peak. PDFs are multiplied by the number of days of each dataset. Central and lower panel: the same as
upper panel but for CMCC-CMS HIST and CMCC-CMS AMIP respectively. Dashed lines are the JLI PDF for the
NCEP/NCAR Reanalysis.

In order to provide further insight on the connection between blocking and the Euro-Atlantic climate

variability, our attention has been moved on the Atlantic eddy-driven jet stream.

To study the daily changes of the position of the eddy-driven jet stream, the Jet Latitude Index (JLI) is
introduced following [8]. The JLI expresses the latitude of the zonally averaged maximum of the zonal

wind speed between 60° W and 0° longitude. The wind zonal speed is vertically averaged from 925 hPa
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to 700hPa. The daily values of the JLI express a measure of the latitudinal position of the Atlantic
eddy-driven jet, each day. A slightly different version of this index is here adopted, based on 5-day

running-mean data and on absolute latitude values.

The upper panel of Figure 3 (black line) shows the trimodal distribution of the JLI PDF, consistent
with the trimodal behaviour showed by [8]. Blue, green and orange curves show the composites on
blocked days for the position of the Atlantic jet-stream for each sector and they are shown in Table 1.
The green line shows the well-established relationship linking the occurrence of Greenland Blocking
with southward displacement of the jet stream [8]. A clear association between blocking and northward

jet displacement is found for blocking events occurring over Eastern Atlantic IWB, orange)

The PDF for the European Blocking (blue) is also associated with a northernmost occurrence of the
jet, even though the jet can still be found in other locations, with a secondary preference for the

equatorward position.

Furthermore, excluding the days when a blocking is detected in these three reference regions (EB, GB
and IWB), the JLI distribution becomes almost unimodal, as shown by the dotted line in Figure 3. This
distribution is very likely representative of the " “neutral mean state" of the jet that resembles the “non-
perturbed state” proposed by [8]. Moreover, when LLB is occurring the JLI PDF (not shown) is very
similar to the “'no blocking" situation, confirming that these events are unable to divert the jet. More

details can be found in [9].

This frame can be summarized depicting a trimodal blocking-dependent Euro-Atlantic variability: when
no blocking is occurring (but also during LLB events, since they cannot affect the jet stream), the
Atlantic eddy driven jet is in its central “neutral” position. The equatorward jet position is linked to the
occurrence Greenland blocking (and associated cyclonic wave breaking), while poleward jet position is
linked to the European blocking (and associated anticyclonic wave breaking). EB is not confined in a
small region but is originating from the breaking of the Atlantic ridge, which can occur from 30° E to

20° W (even more to the west if LLB are also considered as a part of EB events).

This trimodal variability partially conflicts with the idea of 4 weather regimes usually detected over the
Euro-Atlantic basin. Indeed, the “poleward displaced jet” and “European blocking” modes are
substantially indistinguishable under a phenomenological point of view (i.e. vertical cross-section,
associated wave-breaking orientation, duration, effects on the jet stream, etc.). Therefore it can be

argued that, unlike the first “southward displaced jet / Greenland blocking” and the “central jet / no
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blocking” regimes, the “poleward displaced jet” and the “European blocking” regimes have the same
physical origin. This hypothesis is also supported by the fact that they are both associated with the

Rossby Wave Breaking on the equatorward side of the Atlantic jet.

4. BLOCKING IN THE CMCC-CMS MODEL

In the last part of our work the above-mentioned diagnostics have been applied to two climate
simulations from the CMCC-CMS climate model. The oceanic component has a constant resolution of
about 2 degrees in horizontal and 31 vertical levels. The atmospheric configuration adopted here is a

T631.95.

Data from two different experiments, both performed for the Coupled Model Intercomparison Project
Phase 5 (CMIP5), have been used. The first one, hereafter called HIST, is a historical fully-coupled
numerical experiment (DJF 1951-2005) of the CMCC-CMS climate model. The second one, hereafter
named AMIP, is the corresponding atmosphere-only run (DJF 1951-2005) of the CMCC-CMS with
prescribed Sea Surface Temperature (SST). The imposed SST are the HadISST.
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Fig. 4: Left panels: Same as right panel of Fig. 1 but for CMCC-CMS HIST/AMIP runs (uppet/lower panel).
Right panels: Difference between HIST/AMIP and NCEP-NCAR Reanalysis (uppet/lower panel). Blue contours
shows negative bias, red contours show positive bias and they are drawn each 2%.

Figure 4 shows the blocking climatology for the HIST simulation (upper left panel) and the difference
with respect to the NCEP/NCAR Reanalysis (upper tight panel). The simulation exhibits a large
underestimation of the European Blocking, associated with an eastward displacement of the blocking
on the equatorward side of the jet (blue/red dipole over the Eastern Atlantic). Moreover, the HIST run

presents a slight overestimation of the events over Greenland, whereas over the North Pacific the

representation of the blocking is more accurate.
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Fig. 4 also shows the same diagnostics for the AMIP run (lower panels), showing that with realistic
SSTs, a noticeable increase in blocking frequency is obtained almost everywhere. This is especially true
at lower latitudes, leading to a marked overestimation of blocking over the Eastern Pacific and the
Atlantic LLB area. Conversely, imposed SSTs provide also a small decrease in the bias over Europe.
Finally, it is possible to see that the blocking frequency is slightly reduced over Greenland and more

generally at high latitudes over the Atlantic.

The main blocking-related diagnostics of the model are in agreement with the NCEP/NCAR
Reanalysis. This is especially true for the blocking intensities, the pattern obtained in the composites
analysis and the detected region of cyclonic and wave breaking (not shown). Interestingly, both
simulations show similar distribution for the blocking duration (not shown) characterized by a weak but
significant underestimation (NCEP/NCAR average blocking duration 7.14 days, HIST average
duration 6.81 days, AMIP average duration 6.99 days).

Concerning jet variability, CMCC-CMS is doing reasonably well. The HIST simulation (central panel in
Figure 3) shows the expected trimodality, with the northward peak smaller and the southward peak
notably larger with respect to Reanalysis. These results are consistent with the findings previously
reported: the large southern peak of the JLI PDF is associated with the intense simulated GB activity,
while the less frequent modelled EB and IWB events are reflected by a smaller northernmost peak of
the JLI distribution. Indeed, HIST is characterized by a lack of events over Europe particularly evident
in the EB and IWB region (Figure 4). On the poleward side of the jet, a slight overestimation of the

blocking frequency is present at high latitudes.

The results shown in the bottom panel of Figure 3 suggest improvements for the AMIP experiment. A
small bias is still present in the northernmost peak, but, overall, the PDF is now close to the one
obtained from the NCEP/NCAR Reanalysis. However, this improvement may be due to the wrong
reason. Indeed, both European Blocking and Iberian Wave Breaking are associated with the poleward
displaced jet. Therefore, it is possible that a positive blocking bias (lower right panel in Fig 4) present in
the Eastern Atlantic (i.e. broadly over the IWB sector) compensates the negative bias in the EB events.
This can be seen in the lower panel of Fig. 3, where the orange line is almost doubled with respect to
the HIST. In other words, the right frequency of the northward peak of the JLI PDF is obtained

mainly with the overestimated numbers of IWB blocking events.
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This point may have an interesting implication: a good representation of the jet variability (measured
via the JLI) would not guarantee a good representation of the patterns of variability of the Euro-

Atlantic sector.

The SSTs differences between HIST and AMIP (not shown, see [9]) are finally analysed, with a special
attention to the characteristics and the position of the mid-latitude SST front. In agreement with
previous works performed with aquaplanet models, the stronger and equatorward-displaced jet found
in HIST is likely due to a broader and equatorward-displaced SST frontal zone. The consistency of this
idea has been also assessed finding higher values for the Eady Growth Rate maximum over the Central

Atlantic in the HIST run.

Imposed SSTs over the North Atlantic Ocean lead to improvements in jet stream variability, but only

weak improvements in European blocking simulation in our model.

Moreover, the results here presented suggest that, given the clear blocking-jet relationship, blocking can
be a more accurate indicator for the Euro-Atlantic variability than the jet stream or the North Atlantic

Oscillation alone.

Advances in Climate Science

150



Gisc s

5. REFERENCES

Rex D. (1950), Blocking action in the middle troposphere and its effect upon regional climate: 1. An aerological study of
blocking action. Tellus, 2, 196-211. (1)

Shutts G. (1983), The propagation of eddies in diffluent jetstreams: eddy vorticity forcing of blocking flow fields.
Quarterly Journal of the Royal Meteorological Society, 109, 737-761. (2)

Anstey J.A., Davini P., Gray L. J., Woollings T. J., Butchart N., Cagnazzo C., Christiansen B.,
Hardiman S.C., Osprey S.M., Yang S., Multi-model analysis of Northern Hemisphere winter blocking, Part I:
Model biases and the role of resolution. Journal of Geosphysical Research - Atmosphere, 2013, accepted.

)
Tibaldi S. and Molteni F. (1990), On the Operational Predictability of Blocking. Tellus, 42A, 343-365. (4)

Pelly J. and Hoskins B. (2003), .4 New Perspective on Blocking. Journal of the Atmospheric Science, 60,
743-755. (5)

Davini P., Cagnazzo C., Gualdi S., and Navarra A., Bidimensional diagnostics, variability and trends of Northern
Hemisphere. Blocking Journal of Climate, 2012, 25 (19), 6496-6509, doi:10.1175/JCLI-D-12-00032.1.
©)

Woollings T., Hoskins B., Blackburn M., and Berrisford P. (2008), A New Rossby Wave Breaking
Interpretation of the North Atlantic Oscillation. Journal of Atmospheric Science, 65, 609-326. (7)

Woollings T., Hannachi A., and Hoskins B. (2010b), [arability of the North Atlantic eddy-driven jet stream.
Quarterly Journal of the Royal Meteorological Society, 136, 856—868. (8)

Davini P., Cagnazzo C., Fogli P.G., Manzini E., Gualdi S., Navarra A., European Blocking and Atlantic et
Stream 1V ariability in the NCEP/NCAR Reanalysis and the CMCC-CMS climate model Climate Dynamics,

2013, minor revision. (9)

Advances in Climate Science

151



g | S First Annual
) Conference

ADVANCES IN CLIMATE SCIENCE

The temporal variability and associated spectral features of
transient-eddy meridional heat transport

Messori G.'and Czaja A.'

'Space and Atmospheric Physics Group, Department of Physics, Imperial College 1.ondon
*Corresponding anthor: gabriele.messori06@imperial.ac.uk

Abstract

The present study analyses meridional atmospheric heat transport, due to transient eddies, in the
European Centre for Medium-Range Weather Forecasts ERA-Interim reanalysis data. Daily, 0.7°
latitude and longitude resolution fields at the 850 mb pressure level are used. Probability density
functions (PDFs) of meridional transient eddy heat transport display a near-zero most likely value and a
very large skewness, highlighting the dominant role played by extreme events. When considering zonal
sections, in both the Northern and Southern Hemispheres, events in the top 5 percentiles typically
contribute to over half of the net poleward transport. As a result of this sensitivity to extremes, a large
fraction of the heat transport by transient eddies, at a given location and season, is realised through

randomly spaced bursts (a few per season), rather than through a continuum of events.

Fast growing atmospheric modes are associated with a large heat transport, which would suggest a link
between these bursts and growing baroclinic systems (defined here as motions in the 2.5-6 day band).
However, by analysing wavelet power spectra of transport extremes, and of the corresponding
meridional velocity and moist static energy temporal anomalies, this is found not to be the case. In fact,
baroclinic systems provide only a modest contribution to the integrated power of the extreme heat
transport event spectrum. The transport extremes are driven by very precise phase and coherence
relationships between the velocity and moist static energy anomalies, acting over a broad range of

frequencies (2.5-30 days). Motions with periods beyond 6 days play a key role in this framework.

Keywords: Heat transport, extreme events, transient eddies, wavelet spectrum, arctic climate change
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1. INTRODUCTION

Transient motions drive a major portion of the poleward atmospheric heat transport in the mid-to-high
latitudes [1]. This transport has been acknowledged as the key to predicting the time-mean structure of
the Earth's climate (e.g. [2]; [3]; [4]), and its vatiability (e.g. [5]). More recent studies have emphasised
the role atmospheric heat transport plays in the response of our climate to anthropogenic forcing,
especially at high latitudes (e.g. [6]; [7]). For example, there is evidence that anomalies in atmospheric
poleward heat transport might explain the 2007 polar sea-ice minimum [8]. A significant number of
studies have also focussed on the timescales driving the transport’s variability. Blackmon et al. [9], for
example, found that timescales between 2.5 and 6 days and motions with periods beyond 10 days
contributed to comparable portions of the transient-eddy heat transport. Following Blackmon’s

terminology, throughout this study the term ‘baroclinic timescales’ will be applied to periods between
2.5 and 6 days.

This vast literature has, however, largely overlooked the importance of extreme events in setting the
seasonal mean transport by transient motions. A noticeable exception is a study by Swanson and
Pierrehumbert [10], who analyzed heat flux probability density functions (PDFs) at three locations in
the Pacific storm track. At low levels, the top two percentiles of the distribution were found,

surprisingly, to account for 20% of the heat transport.

This article focuses on the contribution of extreme events to transient-eddy atmospheric poleward heat
transport, building on the study by Swanson and Pierrehumbert [10]. After robustly establishing the
sensitivity of the heat transport to extremes, we demonstrate its sporadic and irregular temporal
distribution by showing that a large contribution to the transport arises from a few isolated bursts every

season. The focus will be on low levels, at which the heat transport by transient motions is strongest
[1].

The outline of this article is as follows. Section 2 describes the data used and outlines the methodology.
Section 3 looks at PDFs of the transport and identifies their salient features. Wavelet power spectra of

the transport are also presented, and the role of phase and coherence is analysed. Finally, section 4

presents some discussion, and section 5 conclusions and open questions.
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2. DATA AND METHODOLOGY

The present study utilises ERA-Interim reanalysis data provided by the European Centre for Medium-
range Weather Forecasts (ECMWF) [11]. Daily outputs (1200 UTC) are considered over a period
spanning from June 1989 to February 2011, thereby providing twenty-two DJF (December, January
and February) and twenty-two JJA (June, July and August) time series. The latitude and longitude

resolution is approximately 0.7°, and the analysis focuses on the 850 mb pressure level.

Transient-eddy heat transports are computed as a product of meridional velocity (») and moist static
energy (H, hereafter also referred to as MSE) temporal anomalies, between 30°N and 89°N and 30°S
and 89°S. Taking the product »'H' for all data points and repeating the binning process yields the
desired PDFs for transient-eddy heat transport. Extreme events are then chosen as values of »"H’ which

exceed the 95™ percentile of the distribution for the full hemisphere and time period considered.

For the wavelet analysis, a Morlet wavelet transform is applied to the selected »’H' and the
corresponding »" and H' ([12]; [13]; [14]). The wavelet power spectra for the selected events are then
composited, so that a single spectrum for each signal is obtained for every season-hemisphere
combination. Neither the exact percentile definition of extreme events nor the type of wavelet applied

was found to affect the qualitative results presented here [15].

3. TRANSIENT-EDDY HEAT TRANSPORT EXTREMES

3.1 Probability distribution functions

To investigate the statistical distribution of transient-eddy heat transport, we begin by computing a
composite PDF, taking into consideration all available NH latitude bands (30°N-89°N) and all twenty-
two years of the DJF time series. The three panels in Fig. 1 show the results for ¢/, H' and transport
respectively. The key features of the velocity and MSE PDFs are: (i) a very low skewness and a near-
symmetrical structure, (ii) significant positive and negative tails, and (iif) a near-zero most likely value
when compared to the magnitude of the extreme events. The transport PDF, oppositely, has (i) a very
high skewness associated with a highly asymmetric distribution, and (if) a positive tail which is
significantly more extended than the negative one. The most likely value of the distribution is two
orders of magnitude smaller than the extremes, and can therefore be considered near-zero in terms of

heat transport [15].
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The features of the velocity and MSE distributions are not necessarily surprising. Similarly, the strong
asymmetry found in the transport PDF is related to the imbalance inherent to meridional heat
transport, whereby there must be a net transport from low to high latitudes. Hence, some measure of
asymmetry in the transport PDF is to be expected. What is not obvious is that such asymmetry should

be related to very pronounced extreme events and a near-zero most likely value [15].

Fig. 1: PDFs of (a) meridional velocity anomalies, (b) moist static energy anomalies and (c) atmospheric heat
transport due to transient eddies. The data cover twenty-two Northern Hemisphere DJFs (December 1989 to
February 2011). All latitude circles between 30°N and 89°N are taken into account. The skewnesses of the PDFs
are (a) 0.24, (b) 0.62 and (c) 3.00 respectively. The cotresponding most likely values ate (a) 0.87 m s !, (b) 1.4 K
and (c) 1.5 X 10* W m kg . The vertical lines show the bins cotresponding to the most likely values.

A visual assessment of the heat transport PDF (Fig. 1(c)) suggests that poleward transport is heavily
affected by a small number of very large events. Tab. 1, below, displays the contribution of the top 2%,
5% and 10% of events to (i) the overall and (ii) the poleward-only transports. It is immediately clear
that, regardless of the percentile used to define extreme events, the higher end of the distribution
accounts for a disproportionately large portion of the meridional heat transport. Events in the top five
percentiles typically account for over half of the net transient-eddy heat transport, with the exception of
SH JJA where the percentage falls just short of 50%. The contribution of the top ten percentiles during
NH DJF even approaches 100%, indicating that the transport due to those events is almost as large as

the overall net transport. These features are found to be independent of the fact that a single pressure
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level is being analysed. Vertical integrals of »"H’ over 1000 mb—1 mb, not discussed here, show even
higher contributions from the upper percentiles. The anomalous percentage found for NH DJF is due
to the seasonal cycle in the net NH transient-eddy transport, whose magnitude is more pronounced in

the extreme-event-only integral [15].

The amount of heat carried poleward by transient eddies therefore appears to be largely based on very
few, very large events. Obviously, the extremely high contributions found could be due to the overall
integral of the distribution being close to zero. The poleward-only contributions, however, show that
this is not the case: the same five percentiles still account for 36% to 43% of the poleward-only

transport (Tab. 1).

PDFs analogous to those in Fig. 1 have been computed for JJAs and for the SH (not shown).
Distributions for individual latitude bands, individual seasons and different pressure levels were also
computed. While the magnitude of extreme events and the skewness of the transport PDFs show
significant variability, the key features identified above are robust characteristics of the data analysed.
Very few events each season therefore seem to account for over half of the poleward heat transport by
transient eddies. This is an inherent property of the transport distribution and needs to be satisfactorily

explained [15].
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Contribution of extreme events to meridional atmospheric heat transport for 30°N-89° N and 30°S-89° S

a) Hemisphere Percentile Overall % Poleward only %
Weight weight
N 2 34.5 22.9
5 61.0 40.5
70 88.9 59.1
S 2 32.1 24.2
5 57.0 43.0
70 82.8 62.4
b) Hemisphere Percentile Overall % Poleward only %
Weight weight
N 2 31.7 21.3
5 57.9 38.9
70 86.3 57.9
A) 2 234 19.5
5 43.7 36.4
70 66.1 55.2

Tab. 1: Percent contribution of extreme vL] HLl events in (a) DJF and (b) JJA to net and poleward only meridional
atmospheric heat transport due to transient eddies. The values displayed are simply (a) the percentage
contribution of the selected events to the overall integral of the distribution and (b) the percentage contribution of
the selected events to the integral of the positive portion of the distribution. The data cover all longitudes and
latitudes, from 30°N to 89°N and from 30°S to 89°S, over twenty-two seasons (June 1989 — February 2011). The
percentile column indicates which percentiles of viL] H! events are classed as extreme.
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3.2 The role of phase and coherence

Having ascertained the importance of extreme events in setting the seasonal mean heat transport by
transient motions, it is now necessary to relate them to physical processes in the atmosphere. Since fast-
growing atmospheric modes are associated with large heat transport, baroclinic perturbations are
obvious candidates in this respect. Indeed, a simple analysis of the temporal »'H' signal suggests that
the duration, spatial extent and phase speed of extreme events are within the range expected of Eady-

type baroclinic growing systems [15].

To identify the origin of the extreme events, it is useful to picture the »" and H' signals as travelling
waves, and to reason in terms of phase relationship and magnitude. An anomalously large »'H' event

might occur as a result of:

. extremely large velocity and MSE anomalies which, regardless of their phase relationship, yield

a very large transport value (magnitude-driven transport);
. non-extreme #' and H' events which occur perfectly in phase (phase-driven transport).

Obviously, a combination of the two, such as near in-phase, large ' and H' events, is entirely possible

[15].

To test these hypotheses, we compute a composite wavelet power spectrum, over the full data range as
discussed in section 2. Fig. 2 shows the composite power spectra for v/, H and »'"H' (panels (a), (c) and
(e) respectively). The white contours indicate the cones of influence, which represent the limit beyond
which edge effects become important. Only the data above these lines should therefore be considered.
Darker shades indicate higher spectral power. Also displayed are the time averaged spectra for the 5
days centred on the extreme event, and reference slopes (panels (b), (d) and (f) respectively). The key
features of the spectra are: i) a clear increase in power with increasing period in " and H' and, ii) an
approximately flat power spectrum in »'H’, with a modest peak at periods around 3-5 days. The
differences between the spectra are illustrated very clearly in panels (b), (d) and (f) of Fig. 2. The dashed
lines in panels (b) and (d) both have positive unit slope, while the ones in panel (f) have zero and

negative unit slopes respectively, highlighting the flatness of the spectrum [16].
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Fig. 2: Composite wavelet power spectra of (a) meridional velocity anomalies, (c) moist static energy anomalies
and (e) atmospheric heat transport due to transient eddies. The spectra are centred on local maxima of transport
extreme events. Darker colours indicate higher values. The white contours represent the cone of influence. Panels
(b), (d), and (f) display the corresponding time-averaged spectra, for the five days centred on the extreme. The
dashed lines in panels (b) and (d) are positive unit slope linear fits. Those in panel (f) have slopes 0 and -1
respectively. The data cover all longitudes and latitudes, from 30°N to 89°N and from 30°S to 89°S, over twenty-
two seasons (December 1989 — February 2011) [16].

The discrepancy between the »"H' power spectrum and those of ' and H', suggests that there must be a
systematic interaction pattern between »* and H' driving the “flattening” of the transport spectrum.
Furthermore, since transport is the result of a product of two signals, a scaling factor must be taken
into account. So, for example, periods of 10 days in " and H' could potentially contribute to the 5 day
band in »'"H'. This suggests that a broad range of frequencies, beyond the 2.5-6 day range, might be

contributing to this effect [10].

Fig. 3 shows the composite coherence-phase plot for NH DJF transport extremes. Panel (a) depicts
coherence as colours and phase as arrows. The black contour indicates the cone of influence. Since
phase for incoherent signals has no meaning, phase arrows are only retained in regions where
coherence is greater than 0.5. When the arrows point right, the 2 and H' signals are perfectly in phase;
when they point upwards, the two signals are in quadrature with ¢’ leading H'. The converse holds for

leftward and downward pointing arrows. Panel (b) depicts phase angle in colours for the 10 days
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centred on the extreme events. Again, positive values indicate that velocity leads MSE; the black

contours bound the regions where coherence exceeds 0.5 [16].

Fig. 3: (a) Composite wavelet coherence/phase specttum for meridional velocity and moist static energy
anomalies. The spectra ate centred on local maxima of transport extreme events. The colour map represents
coherence values, the arrows the phase relationship. When the arrows point right, the vi] and H[] signals are
petfectly in phase; when they point upwards, the two signals are in quadrature with vi] leading H'l. The converse
holds for leftward and downward pointing arrows. The black contour represents the cone of influence. (b) Depicts
phase angle in colours for the 10 days centred on the extreme events. The scale is in radians. Again, positive
values indicate that velocity leads MSE; the black contours bound the regions where coherence exceeds 0.5. The
data range is the same as in Fig. 2 [16].

For the NH, three features emerge, which explain the patterns seen in Fig. 2: i) the coherence is highest
at periods of approximately 2—8 days, ii) the phase angle is smallest at approximately 3 and 7 days, and
iii) at longer periods »" and H' approach ecither quadrature or anti-phase. The “flattening” in the »'H’
spectrum is therefore driven by coherent, in phase »" and H' disturbances, while the unfavourable phase
relationship at higher periods masks the high power of the two signals there. If not for this “braking”
role of phase, there would therefore be significantly more power at long periods in the »"H' spectrum.

This effect is evident in both hemispheres [16].

Maps analogous to those in Figs. 2 and 3 have been computed for the remaining seasons and
hemispheres (not shown). While the magnitude of the spectra, the coherence and the phase angles
show some seasonality, the qualitative features identified above are robust characteristics of the data
analysed. It should, however, be noted that the coherence values in NH summer are, perhaps, too small
to allow us to make definitive statements using phase, while coherence values in the SH are generally

larger [16].
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Returning to our initial hypotheses, extreme heat transport events are therefore mainly phase-driven.
What is surprising, however, is the secondary role of baroclinic systems. Indeed, if the ' and H' data is
high-pass filtered to retain only the baroclinic timescales, the resulting transport composite power
spectrum only captures between 22% and 35% of the power found in the original spectrum. If one
replicates the analysis selecting events within 5 percentiles of the median of poleward heat transport,
rather than extreme events, the ratios are very similar. The contribution from baroclinic periods in »'
and H' is therefore comparable for extreme and median events. In both cases, these timescales do not

drive the bulk of the transport, which must therefore come from longer periods [16].

4. DISCUSSION

The simplicity of the phase-driven wave view proposed in section 3.2 suggests that: (i) one should not
be surprised by the large influence of extreme events on the mean poleward heat transport by transient
eddies, and (if) one should expect to see this statistical signature in very idealized models of the

atmosphere and not solely in nature [15].

To test the latter prediction, we have applied the analysis performed in section 3.1 to the output of a
coupled ocean-atmosphere model (FORTE: [17]; [18]) run in an aquaplanet geometry (described in
[19]). In such geometry, the statistics are only functions of latitude and height, and the circulation is
dominated by large-scale waves developing on the midlatitude westerlies. The results of the PDF
analysis at 850 mb for FORTE (not shown) were found to be essentially the same as for the ERA-
Interim data. This confirms that the sporadic nature of the heat transport, emphasized in this study, has
nothing to do with detailed features of the atmosphere's lower boundary, stationary waves and
mesoscale features (excluded by the coarse resolution of FORTE but present in the reanalysis through

data assimilation). Rather, this must be an intrinsic property of the atmosphere [15].

As a direct consequence of this property, a very large fraction of the transport occurs in a few discrete
bursts, each lasting for only a couple of days, as illustrated in Fig. 4. Replicating Fig. 4 for the number
of extreme events per day along a full latitude circle (not shown) yields a similar picture, with bursts of
extreme events lasting for a few days and typically involving less than 15 % of the grid points at that
latitude. This further illustrates the sensitivity of the atmosphere to very few, temporally and spatially

localised features [15].
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Moreover, the waves driving these bursts cover a wide range of periods and frequencies. As discussed
in section 3.2, when focusing specifically on extremes, one would expect the contribution of baroclinic
scales to be significantly higher than normal. The present study finds that this is not the case: even
though the coherence and phase characteristics of the »' and H' signals favour short period fluctuations,
this is not enough for the latter to account for the majority of the power in the »’H' spectrum. It should
also be noted that, as mentioned in section 3.2, the longer periods in »" and H' can contribute to shorter

ones in the »"H' spectrum [10].

Regardless of hemisphere and season, »" and H' fluctuations therefore combine to produce phase and
coherence-driven extreme events in heat transport which, as discussed above, account for over half of

the poleward heat transport by transient eddies [15].

Fig. 4: Bar plot of 'H' extreme events at 50°N 0°E. Extreme events are defined as events in the top 5 percentiles

of the »'"H' distribution for the 50°N latitude circle. The twelve panels correspond to DJF seasons from DJF
1993/4 to DJF 2004/5. Bats cortespond to an extreme event occurting on a given day; the abscissa indicates the
day of the season. The percentages in each panel indicate the contribution of the selected events to the net
seasonal meridional transient eddy heat transport across the grid box [15].
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This new perspective has an intriguing application to the climate change debate. Polar amplification has
traditionally been ascribed to surface-albedo feedback (e.g. [20]), but a number of studies have also
highlighted the important contribution of atmospheric heat transport to the phenomenon (e.g. [6]; [21];
[22]). This suggests that there could be a strong link between extreme transport events and the climate
of the Arctic (see also [8]) [15]. Graversen et al. [8], for example, argue that the anomalously low Arctic
sea-ice extent during the summer of 2007 was linked to an anomalously high atmospheric meridional
heat transport and heat transport convergence over the East Siberian Sea. The values measured were
unprecedented by any other summer during the 1989—2008 period. Intuitively, this could correspond to
a higher frequency of heat transport extremes in that area. To verify this, the number of extreme
transport events per JJA season, over the same time period and domain (74°N-82°N and 135°E—
165°W) analysed by Graversen, is computed. The mean number of events per season is 33, with a
standard deviation of 18. The highest number of extremes is found to occur during the 2007 summer,
when 70 distinct events can be identified. This is more than two standard deviations from the mean.
These events are always relative to the 850mb level, and a more in-depth analysis would be required to
assess the net transport they account for. Nonetheless, the numbers found are suggestive of the

potentially crucial importance for the Arctic heat budget of the extremes discussed in this paper.

5. CONCLUSIONS

This article examines meridional atmospheric heat transport due to transient eddies, focusing on low
levels in the mid and high latitudes. The analysis is in terms of the probability distribution functions
and wavelet spectra of meridional velocity anomaly #/, moist static energy anomaly H' and their product
V'H'. Two outstanding features of the distribution of »’H" are the near-zero most likely value and the
very pronounced positive skewness. These appear to be robust features of the distribution and are only
marginally affected by season, hemisphere or latitude. The output from an intermediate complexity
climate model, run in an aquaplanet configuration, presents similar characteristics. This suggests that
the shape of the »"H' PDFs is not due to mesoscale phenomena, stationary waves or complexities
associated with surface boundary conditions. As a direct consequence of the distribution's skewness,
the top 5% of »’"H' events accounts for over half of the net poleward heat transport by transient eddies

[15]. The wavelet spectra further suggest that the extreme events result from the coincidence of ideal
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coherence and phase relationships between »" and H' anomalies over a broad range of frequencies, well

beyond those expected from pure baroclinic disturbances.

An important consequence of the sensitivity of the heat transport to extreme events is that the transient
heat transport process in midlatitudes is fundamentally sporadic in the temporal domain. As discussed
above, this new perspective suggests that there could be a strong link between extreme transport events

and the climate of the Arctic [15].

Furthermore, one can develop stimulating links to concepts applied in other fields of physics, such as
quantum mechanics. Indeed, by comparing particle wave packets and »’"H' extremes, these sporadic
extremes can be likened to ‘quanta of heat’. This idea is not entirely new, and has been applied to the
atmospheric and oceanic sciences by Hogg and Stommel in their Heton model ([23]; [24]). The latter
model is currently being used to help interpret the results presented here [16]. Ultimately, only a very
few days every season could hold the key to explaining some large-scale features of our climate system

[15].
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Abstract

Several studies have shown the existence of an Antarctic Circumpolar Wave (ACW) constituted by co-
varying anomalies that propagate eastward in the high-latitude Southern Hemisphere on inter-annual

timescales.

Some speculations on the causal mechanism of the ACW often appear in literature focusing whether it
is remotely forced by the tropical El-Nifio Southern Oscillation (ENSO) or it is the result of a self-
sustained air-sea coupling mechanism propagating eastward around the Antarctic Ocean. In this paper
we focus on the Sea Surface Temperatures (SSTs) and Sea Level Pressures (SLPs) interannual variability
in Southern Ocean during 1982-2011. The aim is to understand how SST anomalies are caused by
atmospheric forcing and vice versa and how the component of the coupled system are connected in
space and time. The spatial patterns of the interannual covarying signals through the oceanic and
atmospheric wavenumber structures, representing the asymmetric variability in the Southern Ocean,
have shown substantial changes during the last three decades implying an unpredictable presence of the
ACW. The structures showed by the atmospheric and oceanic systems are characterized by a mixture of
wavenumbers, mainly wavenumber-2 and 3, that seem to be strongly linked to the tropical activity of
ENSO and to the air-sea coupling mechanism in specific sectors of the Antarctic Ocean. The ACW
seems to be the expression of a combination of different interannual covarying signals that interfere
each other causing ACW oscillations and conferring to the phenomenon the typical eastward
continuous path observed during some periods. The destructive interference between the interannual
SLP-SST covarying signals linked to a different intensity of the ENSO fluctuations observed during the
last three decades seems to play a key role in determining the interruption of some phases of the waves

and in modulating the eastward and global circumpolar behaviour of the phenomenon.

Keywords: Antarctic Circumpolar Wave (ACW) — Maxinum Covariance Analysis (MCA) — Principal Component
(PC) — E[-Nisio Southern Oscillation (ENSO) — Interdecadal Pacific Oscillation (IPO)
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1. INTRODUCTION

In recent years, several studies have shown the existence of an Antarctic Circumpolar Wave (ACW)
constituted by co-varying anomalies that appear to propagate eastward in the high-latitude Southern
Hemisphere around the Southern Ocean on interannual timescale [1] [2]. This phenomenon has been
identified as an eastward phase-locked propagating signal in several parameters (Sea Surface
Temperature — SST, Sea Level Pressure - SLP, meridional wind component, sea ice anomalies etc.)
characterized by a circumpolar wavenumber-2 spatial structure and by a dominant periodicity of 4-5
years, encircling the Southern Ocean in 8-10 years for individual phases [1]. The SST anomalies
originate from low latitudes in the western subtropical South Pacific Ocean then propagate eastward
following the Antarctic Circumpolar Current (ACC) path. The entire air-sea coupled system encircles
the globe reaching the tropical Atlantic and Indian Oceans about 6-8 years later [2]. Moreover a

consistent ACW has also been observed in Sea Surface Height (SSH) anomalies [3].

The ACW has been studied through several oceanic and/or atmospheric global circulation models and
through analytical models focusing on planetary waves dynamics coupled to ocean models [4] [5] [6].
Several observational studies investigated the generating mechanisms of the ACW, its persistence,
characteristics and existence [7] [8] [9] [10] [11] [12]. In particular, White et al. [13] found the ACW
dominating signal at a 3.7-yr period connected to a global zonal wavenumber-2 structure from 1983 to
1992. Venegas [14] found two distinct inter-annual signals interfering constructively or destructively so
determining the irregular fluctuations in the spatial structure of the ACW. The first with a periodicity of
3.3 yr and a zonal wavenumber-3 pattern linked to the coupled air-sea interactions and the second with
a periodicity of 5 yr and a wavenumber-2 structure presumably related to the tropical ENSO activity.
On the other hand Park and Roquet [15] found that the SST, SSH and SLP anomalies in the Southern
Ocean represent a quasi-stationary wave train whose modulation is related to ENSO events in the
Pacific sector while the anomalies often dissipate prior to encircle the globe contradicting the self-

sustained ACW scenatio.

In this paper we focused on the Southern Ocean variability analyzing some ACW-related variables over
the period 1982-2011. We investigated the importance of the eastward propagating wave component
on inter-annual timescales. Moreover we tried to contribute to scientific debate about the zonal
wavenumber structure showed by the ACW during the last three decades. We also explored the self-

sustained air-sea coupling mechanisms leading the ACWs in order to understand the reason why some
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phases of the ACW are interrupted and if these waves are remotely forced by the tropical ENSO
variability.

2. DATA AND METHODS

In order to detect the ACW behavior we used monthly means of SLP and 500 mb height (HGT500)
from the National Centers for Environmental Prediction/National Center for Atmospheric Research
Reanalysis and SST data from International Comprehensive Ocean-Atmosphere Data Set. The
reanalysis data have a spatial resolution of 2.5° x 2.5°. The SST data have a spatial resolution of 2° x 2°.
The study area extends from 20°S to the South Pole and in some applications we focused on the
circumpolar region between 46°S and 66°S, the latitude belt occupied by the ACC. All the records span
the 30-yr period from January 1982 to December 2011. We estimated the monthly means anomalies
prior to the analysis removing the 30-yr climatological monthly means from the original data. This
procedure removes the seasonal cycle from the data set. Then we constructed the frequency spectra for
band-passed SLP and SST anomalies (3-7 year) longitudinally and meridionally averaged 46-66°S for
identifying the main energy peaks and periodicity on inter-annual timescales. Subsequently, the
application of the complex Singular Value Decomposition (SVD) method on the SLP and SST
anomalies has permitted to observe the temporal and spatial characteristics and evolution of the
covarying patterns also showing the mode of the ACW at different time-frequency bands. The
combination of the obtained covarying Principal Components (PCs) at different frequency bands well
represents the interference between the inter-annual signals so to give a clear representation of the

ACW scenario.

In order to investigate possible relations between the climatic ACW modes and the Antarctic
Oscillation (AAO), the ENSO and the Interdecadal Pacific Oscillation (IPO), we used the monthly
means of the Southern Annular Mode (SAM) index of Marshall [16], the Southern Oscillation Index
(SOI) from the Australian Government—Bureau of Meteorology and IPO index from UK
Meteorological Office (UKMO) Hadley Centre for Climate Change respectively.
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3. RESULTS

To analyze the inter-annual ACW characteristics and related air-sea interactions, we focused our
research on the time frequencies at which the SLP and SST signals show significant energy peaks. We
obtained the power spectra (fig. 1) for de-trended and standardized SLP and SST anomalies band-pass
filtered (3-7 yr) with a Lanczos filter. SLP anomalies show, at inter-annual timescale, three main energy
peaks (significance> 99%) located at frequency of 3.7, 4.3 and 5 yr, and three peaks of energy at 3, 3.3
and 6 yr (significance between 95% and 99%).
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Fig. 1: Power spectra for de-trended and standardized (a) SLP and (b) SST anomalies band-pass
filtered (3-7 yr) with a Lanczos filter longitudinally and meridionally averaged (46°-66°S). Solid lines
with red asterisks are the 95% confidence level based on the test of red noise. The magenta lines are
the 99% quantiles of Fisher test.

The SST anomalies instead show three peaks of significance energy (>99%) located at 3.3, 3.7 and 4.3
year periods and two energy peaks at 3 and 5 yr (significance between 95% and 99%). In order to
examine the energy interrelationships of SLP and SST anomalies at inter-annual timescale, cross-
spectral analysis was performed. The peaks of covarying significant energy across the ACC belt are

located at 3.3, 3.7, 4.3, 5 and 6 yr.

In order to understand how SST anomalies are generated by atmospheric forcing, it is necessary to
describe how the components of the coupled system are connected in space and time. We chose to
apply the complex SVD, better known as complex Maximum Covariance Analysis (MCA). This
method identifies orthogonal patterns maximizing the covariance between two variables by picking out

structures in each data set that are best correlated with structures in the other data set [17] [18] [19].

Advances in Climate Science

170



Gisc s

Monthly anomalies are Hilbert-transformed in order to obtain a complex time sequence, then a
complex covariance matrix is computed. We consider the inter-annual frequencies at which the SLP
and SST anomalies have shown common significant energy peaks: 3.3 yr (hereinafter ACW-3.3), 3.7 yr
(ACW-3.7), 4.3 yr (ACW-4.3), 5 yr (ACW-5) and 6 yr (ACW-0).

In our results, as expected, the ACW is represented by a linear combination of different interannual

signals with different spatial and temporal characteristics.

The ACW-3.3 (not shown) and ACW-3.7 (fig. 2) signals show similar pattern and evolution (correlation
value 0.73) and are characterized by a quasi-standing wavenumber-3 spatial pattern. This wave-3
structure exhibits SLP and SST anomalies that are linked by a self-sustained air-sea interaction
mechanism in which the ocean passively responses to the atmospheric forcing (wind stresses and heat
fluxes) so reinforcing the SST pattern. The SST anomalies eastward advected by the ACC are
responsible for the change of polarity which the atmospheric pattern exhibits respect to the
background state of the ocean surface temperatures. The wave-3 structure has many points in common
with the known Pacific South America (PSA) pattern across the southern Pacific and Atlantic Oceans
and exhibits two standing pressure centers in the Atlantic and Indian sector and, in the Pacific sector,
an anomaly moving eastward across the south central Pacific. The correlation value estimated between
the composition of the two ACW SST modes and SOI is -0.94 (significance > 95%). This suggests that
the associated pattern showed by the combined SLP modes could be linked to the ENSO too. In fact
the SLP variability across the southern Pacific and Atlantic sectors is very similar to the PSA, known to
be linked to the tropical ENSO events. The correlation with the IPO is 0.90 (significance > 95%)
suggesting that the interdecadal low-frequency variability of the SST in the Pacific sector associated to
the decadal and interdecadal ENSO fluctuations influences the air-sea feedbacks. On the other hand

the correlation with the SAM index is very low and even not significant.

Advances in Climate Science

171



Gisc s

Advances in Climate Science

Phase 0°

SST (73%)

Fig. 2: Phase sequences from
the first complex SVD mode
of the ACW signal at period
3.7 year displaying the spatial
and temporal evolution of
covarying SLP and SST
variability. Spatial patterns are
presented as a sequence of
four consecutive snapshots
characterizing phases 0°, 45°,
90° and 135° of an average 3-yr
period cycle and the time
interval between maps is
around 4.5 months. Phases
180°, 225°, 270° and 315°
correspond to the same
patterns with opposite
polarity (not shown). SLP and
SST normalized weights are
color contoured, with blue
(red) indicating negative
(positive) weights. The
covariance fraction explained
is indicated.
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The ACW-4.3 (not shown), ACW-5 (fig. 3) and ACW-6 (not shown) are characterized by the
wavenumber-2 spatial pattern between the Pacific and the Indian sector. The air-sea interaction
mechanism observed in the wavenumber-3 does not seem to similarly characterize the wavenumber-2
variability. The SST anomalies are generated by the atmospheric forcing (wind stresses and heat fluxes)
principally in the Pacific sector. The wave-2 variability can be observed as a sum of climatic ACW
modes with different periodicity that interfere reinforcing or destroying each other conferring to the
dynamical ACW mode the characteristics of asymmetry and not continuity along the zonal global path.
The correlation coefficient calculated between the sum of the leading SST PCs and SOI is -0.86; this
suggests that the wave-2 variability is linked to the global atmospheric and oceanic ENSO mode. The
correlation value with the IPO series is 0.81 so the low-frequency variability of the SST in the Pacific
also influences the wave-2 variability on inter-annual timescale. The correlation with the SAM index is -
0.41 suggesting that the Antarctic Oscillation only partially influences the inter-annual variability of the

wave-2 ACW structure.

Advances in Climate Science

173



Gisc s

Advances in Climate Science

SST (70%)

Fig. 3: Phase sequences
from the first complex SVD
mode of the ACW signal at
period 5 year displaying
the spatial and temporal
evolution of covarying SLP
and SST variability. Spatial
patterns are presented as a
sequence of four
consecutive snapshots
characterizing phases 0°,
45°, 90° and 135° of an
average 5-yr period cycle
and the time interval
between maps is around
7.5 months . Phases 180°,
225°,  270° and  315°
correspond to the same
patterns  with  opposite
polarity (not shown). SLP

and SST normalized
weights are color
contoured, with blue (red)
indicating negative
(positive) weights. The
covariance fraction

explained is indicated.
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The Hovmoller diagrams of the reconstructed ACW SLP (fig.4A) and SST (fig.4B) interannual signals
meridionally averaged over 46°S-66°S are realized in order to investigate the reason why some phases
of the ACW are missed during the last three decades. The ACW-3.3 signal exhibits larger oscillations
during the period 1982-87, 1991-99 and 2005-12. The ACW-3.7 signal shows significant variations
during the period 1982-95 and 2005-11. The combination of ACW-3.3 and ACW-3.7 signals (figgs.5)
exhibits stronger oscillations during the period 1982-98 and 2006-11. The ACW-4.3 signal shows a
mixture of wavenumber-2 and 3 and the stronger amplitudes are found during the period 1982-92 and
partially during 2009-11 (figgs.4). The ACW-5 and ACW-6 signals exhibit a clear and strong zonal
phase-related wave-2 structure during 1986-2000 (figgs.4). The combination of ACW-4.3, ACW-5 and
ACW-06 signals (figgs.5) exhibits another more clear and definite wave-2 structure that realizes during
1986-96. This suggests that the ACW-4.3 signal partially interferes destructively with the ACW-5 and
ACW-06 signals. It’s worth to underline that the greatest positive SST amplitude of the wave-2 structure
are observed during the period of the strongest ENSO events (1982-83, 1987-88, 1991-92, 1997-98).
Moreover the wave-2 ACW signals seem to disturb each other during the period 2002-11 and the weak
ENSO events of the last decade probably have not been able to reinforce the wave-2 structure causing

its collapse.

The sum of the all interannual contributions (figgs.5) leads to the generation of a clear eastward
propagating ACW signal in SLP and SST that results stable and without interruptions during the period
1982-92.
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Fig. 4: Hovméller diagrams (time-longitude) of meridionally averaged (46°-66°S) (A) SLP and
(B) SST anomalies reconstructed from the leading MCA mode associated with the ACW-3.3,
ACW-3.7, ACW-4.3, ACW-5 and ACW-6 signals. SST signal is spatially smoothed with a 5
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(A) SLP and (B) SST anomalies reconstructed from the leading MCA mode
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This is the canonical ACW structure observed and described in existent literature [1]. During this
period the wave-3 and the wave-2 patterns are phase-related and their sum implies the generation of a
well defined ACW signal. On the other hand, during 1995-2002 a new ACW cycle seems to start in the
Eastern Indian Ocean but, during its eastward propagation, it presents some interruptions and appears
weaker and slower than expected. In fact during this period the wave-2 and wave3 signals disturb each

other conferring to the eastward propagation a discontinuous path which interrupts before completing

an entire cycle.

In order to obtain an index able to synthetize the interannual ACW signals, we constructed a time series
summing all the interannual contributions of the SST-PCs previously observed. We calculated the
correlation coefficients between the interannual ACW series and the SOI, the IPO and the SAM
indices. The correlation coefficients with the SOI, the IPO and the SAM are -0.88, 0.84 and -0.30
respectively. The correlation with the SOI is higher than that calculated combining only the wave-2
contributions and suggests that the wave-3 variability interacts with the wave-2 influencing the
interannual ACW signal. Similar considerations are confirmed by the correlation coefficient obtained
with the IPO suggesting that the low-frequency variability of SST affecting the wave-3 dynamics
represents an important contribution to the interannual ACW scenario. The correlation obtained with
the SAM index indicates that the wave-3 variability seems partially to disturb the wave-2 dynamics that
in turn may be influenced by the Antarctic Oscillation. Plotting the interannual SST ACW series against
the SOI (fig.6), it is confirmed that positive SST amplitudes occur during major ENSO events (1982-
83, 1987-88, 1991-92, 1997-98, 2009-10) and generally the signals appear phase-related even if the SOI

seems to be lagging the interannual ACW signal during some periods and leading it during others.
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Combining results (figgs.5 and fig.6) we observed that during the period 1982-92 the wave-3 and the
wave-2 variability are phase-related and they act together to generate the strongest ACW cycle. After
1992 the relationship partially interrupts. Starting from 1995 the amplitudes of the ACW series rise
again but they do not reach the high values observed in the previous period and the constructive
interaction between the wave-2 and wave-3 early vanishes. During the period 2001-07 the ACW series
tends to zero and this suggests that the wave-2 and the wave-3 variability disturb each other. In order
to investigate the origin of the interannual ACW mode we regressed the unfiltered time series of the
HGT500 upon the real part of the temporal coefficient of the sum of the leading MCA SST modes for
the interannual ACW signals. This analysis reveals a clear PSA pattern extending from the south
western Atlantic sector to the western Pacific sector [20] while around the Southern Ocean the
atmospheric domain exhibits a clear wave-2 pattern masking the presence of the wave-3 variability.
This suggests that the wave-2 variability represents the dominant pattern identifying the climatic signal
of the ACW.

Summarizing, our results show that on interannual timescales the wavenumber-3 seems to be the
preferred atmospheric and oceanic spatial pattern across the Southern Ocean (figgs.4). It is linked to
the tropical ENSO activity and shows a PSA-like pattern across the Southern Pacific and Atlantic
sectors. On the other hand the wavenumber-2 pattern seems to be the manifestation of only the
strongest and long-lasting ENSO fluctuations and partially linked to the SAM oscillations. The
multidecadal low-frequency SST variability synthetized by the IPO seems to strongly influence the air-
sea interaction mechanisms characterizing the wavenumber-3 and the wavenumber-2 patterns.
Moreover the positive phase of the IPO observed during 1978-1998 could have played a key role in
modulating ENSO teleconnections in the south west Pacific region reinforcing the SLP and SST

anomalies and conditioning the interannual wavenumbers variability of the ACW.

The interannual ACW, described as combination of interannual signals, results to be linked to the
tropical ENSO events that act generating the PSA pattern across the southern Pacific and Atlantic
sectors. The strong link showed by the combined ACW signal with the IPO variability suggests that the
multidecadal SST pattern is crucial in determining the intensity of the tropical ENSO fluctuations and
in modulating the teleconnection with the south Pacific sector. The strongest ENSO warm events
(1982-83, 1987-88, 1991-92, 1997-98) were phase-related with the positive phase of the IPO implying
that the multidecadal SST pattern could have reinforced the ENSO fluctuations conditioning in turn

the wave-2 and the wave-3 spatial patterns across the Southern Ocean. Moreover the possible
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constructive interference between the wave-3 and the wave-2 modes could have determined the best
condition for developing the clear eastward propagating ACW covarying signal during 1982-92. Similar
warm ENSO/positive IPO relationship have been observed during the warm ENSO event of 1997-98
even if, in this case, the interannual ACW was only partially observed. This could be explained by the
weakness of the IPO signal and its change of phase. Moreover the ACW signal during this period is
characterized by numerous interruptions and does not circumvent the globe suggesting that the
destructive interference between the interannual ACW signals acted to interrupt the manifestation of
the phenomenon. Moreover the variability of the SAM seems to influence the combined interannual

ACW signal.

Results suggest that the wave-2 and the wave-3 covariability patterns, both linked to the ENSO
fluctuations, interfere reinforcing or weakening each other on the interannual timescale giving the
impression of the eastward continuous ACW signal. The wavenumber-3 pattern is the manifestation of
the air-sea feedback that continuously is generated around Antarctica and is usually found when the
ENSO fluctuations appears weak. On the other hand, when the ENSO variability appears to be strong
and its fluctuations persists over time, the wavenumber-2 covariability pattern seems to become the
leading mode and sometimes phase-related with the underlying wavenumber-3 pattern especially in the

Pacific sector where the anomalies reach the greatest amplitudes.

The multidecadal low-frequency SST signal described by the IPO acts modulating the intensity of the
tropical ENSO events and the teleconnection with the south west Pacific sector, especially on the
interannual timescales. Hence the constructive interference between the wave-2 and the wave-3 spatial
patterns and the phase-relationship between the IPO and the warm ENSO events may have together
determined the strong ACW scenario during 1982-92 with a clear eastward continuous path. Since 1992
up to now, the interannual interference between SLP-SST covarying pattern may have generated an
asymmetric variability features and caused the presence of only partial phases of the circumpolar waves

around Antarctica.
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Abstract

This study investigates the changes in distribution of sea level extremes along the Mediterranean coasts
in future climate conditions. This analysis is based on the surface wind and sea level pressure fields of a
7-member model ensemble of regional climate model simulations (covering the period 1951-2050
under the A1B emission scenario), which are used for forcing a hydro-dynamical shallow water model
(HYPSE). The regional climate models have been developed and used in the CIRCE fp6 project and
include interacting high resolution models of the Mediterranean sea circulation. The climate change
signal is computed as the difference between severe storm surge statistics in the 1971-2000 and 2021-
2050 period. This analysis does not consider sea level rise and steric effects, but only the contribution
due changing marine storminess. Results show that in future climate scenarios large sea level extremes
will continue occurring only in the North Adriatic and in the Gulf of Gabes (as they presently do) and

that their values are to decrease by the mid of the 21 century.

Keywords: Climate change, storm surge, Mediterranean coast, extremes
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Several case studies (e.g. Nichols and Hoozemans, 1996) on cities (Venice and Alexandria), deltas
(Nile, Po, Rhone and Ebro) and islands (Cyprus) show that storm surges represent hazards with
potentially important impacts on many Mediterranean coastal areas. The severity of these hazards
depends on sea level rise, vertical land motion and marine storminess. This study describes at basin
scale the effect of climate change on this last factor and extend previous studies that have mostly
addressed only specific parts of the Mediterranean coastline (e.g. Ullmann et al., 2007 and 2008;
Sanchez-Arcilla et al., 2008; Mosso et al. 2009, Snoussi et al. 2008 among others) and in particular the
Aderiatic Sea (Lionello, 2005; Lionello et al. 2003 and 2012a and 2012b).

In this study an ensemble of recent climate simulations has been used for forcing a barotropic tide-
surge model and studying the present distribution and the future evolution of storm surge extremes.
The evolution of mean sea level pressure (MSLP) and surface wind fields computed by a set of climate
models has been used for computing the corresponding evolution of sea level extremes, as simulated by
a barotropic circulation model, which is a robust and well established tool for investigating the effect of
wind and atmospheric pressure variations on sea level at various time scales (e.g. Gomis et al., 2008). In
this study the Hydrostatic Padua Surface Elevation (HYPSE) model, which is a two-dimensional model
based on depth averaged currents (Lionello 2005) has been used. In all simulations sea level values have
been saved with houtly resolution and HYPSE has been implemented on a 168 x 82 lon-lat grid, which

covers the whole Mediterranean sea with a 0.2degrees steps in latitude and longitude.

Both sea level maxima and minima (that is positive and negative surges) have been considered. Positive
surges are produced by pressure minima and wind blowing towards the shore in shallow waters.
Negative surges are produced by pressure maxima and offshore winds. The astronomical tide is not
included, but it can be separately computed and added to storm surge levels for obtaining the actual sea
level. However, it has been shown that the effect of climate change on astronomical tide is not
important in the Adriatic basin for realistic climate change scenarios in the 21™ century (Lionello et al.,
2005). Consequently, it is expected to be negligible in the rest of the basin, where the amplitude of the
astronomical tide is smaller than in the Adriatic. This study contributes new information to the existing
literature on this subject (e.g. Marcos et al. 2011), because it is based on a new set of climate
simulations, which include a high resolution interactive Mediterranean sea as a climate model
component and are expected to provide a representation of the air-sea interaction that is more accurate

than in previous studies.
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Fig. 1: Bathymetry of the Mediterranean sea. Yellow dots denote the coastal grid points used in the following
figure2 for climate change analysis.

Seven scenario datasets, which have been produced in the CIRCE project (Gualdi et al., 2012), are used
for the simulation of sea level. Forcing data have been structured as a sequence of 6-houtly
meteorological fields covering the period 1951- 2050 under the A1B climate scenario (NakiCenovi€ et

al. ,2000). They are:

. The CMCC-LR (Euro Mediterranean Centre for Climate Change Low Resolution) datasets
produced using the global climate model CMCC-Med with a horizontal resolution of about 0.75 x 0.75

degrees;

. The CMCC-HR (Euro Mediterranean Centre for Climate Change High Resolution) datasets
produced using the CMCC-CLM Regional Climate model, which is the climate version of the regional
COSMO model with an horizontal grid resolution of 0.12 x 0.12 degrees

. The MPI (Max Plank Institute-Germany) dataset, which is produced using REMO (REgional
Model) coupled to the Max-Planck-Institute for Meteorology ocean model (MPI-OM) on a rotated

latitude-longitude coordinate system with a spatial resolution of 0.22 x 0.22 degrees.

. The ENEA (Italian National agency for new technologies, Energy and sustainable economic

development) dataset with a mean lat/lon resolutions of 0.27 x 0.35 degtees;
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. The CNRM (Centre National de Recherches Météorologiques - MeteoFrance) dataset, which is
produced using the ARPEGE atmospheric circulation model, whose stretched grid reaches a 50 km
resolution over Europe-Mediterranean-North Africa) coupled to NEMO-MEDS (1/8 tesolution) for

the Mediterranean Sea circulation

. The IPSL-3 (Institute Pierre Simon Laplace) dataset, which is computed by the LMDZ RCM
(30km resolution) coupled to MEMO-MED at 1/8° deg resolution in the Mediterranean Sea.

. The IPSL-2 dataset, which uses the same models as IPSL-3, but adopting a two away coupling

with the nested regional model.

The MPI, ENEA, CNRM, IPSL-2, IPSL3 and CMCC-LR simulations included a two-way coupling
with a high resolution circulation model of the Mediterranean Sea. MPI and CMCC-LR are two
different downscaling of CMCC-HR. IPSL-2 and IPSL-3 are two independent simulations, as both
initial conditions and model framework are different. Seven HYPSE simulations have been carried out,

one for each climate model dataset.

Our analysis considers how the short time scale “storminess” contribution to sea level (SL) variability
will change at the coast, which consists of the subset coastal grid points of the model grid (figure 1).
Coastal points have been ordered in a clockwise loop around the whole Mediterranean Basin, eastwards
along its European northern coast and westwards along its African southern coast (figure 2). Long term
oscillations of SL have been eliminated from the time series using a High-Pass Filter with a cutoff

frequency of 1/30 days.

The indicators used for describing severe storm surge events are the positive and negative storm surge
indexes. They consider the mean of the 3-largest positive and negative, respectively, storm surges in
each year. Only events separated by at least 120 hours, which represent an estimate of the maximum
duration of a storm in this area, have been considered in order to ensure that statistics include only
independent events. These two indicators are meant to describe the largest SL anomalies that occur
regulatly every year and have been computed for positive/negative storm surge values at each coastal
grid point (figure 1) of the model grid and are shown in the upper panel of figure 2. In this contribution
the results of the seven simulations are merged in a weighted ensemble mean (see Conte and Lionello

2013 for a detailed discussion) describing their average behaviour.

Figure 2, top panel shows the positive (red line) and negative (black line) storm surge index along the

Mediterranean coast. The spatial distribution shows two main features located in the Northern Adriatic
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Sea and in the Gulf of Gabes, whose presence is explained by the proportionality of the wind effect to
the inverse of the water depth and by the existence of relatively long wind fetch over shallow water in
these two areas. Other four much lower maxima are present in figure 2: in the Gulf of Lion (France),
at the coast of Tuscany(Italy), in the Aegean sea at the Greece-Turkey boundary and in the Gulf of
Alexandretta near the Turkey-Syria boundary. These areas are characterized by shallow water too, even
though fetches are much shorter than in the North Adriatic Sea and in the Gulf of Gabes. Note that

the spatial distribution of positive and negative surges is virtually identical.

Figure 2 bottom panel shows the climate change index, which is defined at each coastal point as the
fraction (actually % is used in Figure 2) of the variation of the storm surge index in the 2021-2050
period with respect to thel971-2000 period (numerator) to the local mean value (denominator).
Positive (negative) values of the climate change index show the fractional amplitude increase (decrease)
of positive and negative storm surges. In general changes are small (mostly lower than 5%) and few
values are statistically significant in individual simulations. However, the computation of the ensemble
mean provides a clear indication of climate change- Both positive and negative surges are projected to
slightly decrease their amplitude, which is coherent with the northward shift of the storm track and the

decrease of cyclones over the Mediterranean region (Lionello et al. 2007).

The panels of figure 3 show for 4 locations (Marseille, Split, Alessandretta, Gabes) the time series of
the largest yearly negative storm surges for the simulations discussed in this contribution. In order to
compensate for systematic differences among models, each time series has been reduced to a
dimensionless index, subtracting its mean value and dividing by its standard deviation. Also the
ensemble mean time series is reported in this figure (thick black line). Negative (positive) values
represents deeper (shallower) than average minima. The main feature of the data is their large inter-
annual variability, but all these time series show a statistically significant decreasing trend of negative

storm surge amplitude
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Fig. 2: (a) Ensemble mean storm surge index (cm) for positive (red line, cm) and negative (black line, cm) surges
in the present climate (1971-2000) in model simulations (top panel). (b) Climate change percent index (%) for
positive (red line) and negative (black line) surges. Negative values denote decreasing amplitude of surges.
Coastal points are ordered clockwise starting from Gibraltar. Country national borders and some stations used are
marked to help locating the different stretches of the Mediterranean coastline.
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Fig. 3: Time series of the normalized annual largest negative surges at four costal stations: Marseille, Split,
Alessandretta, Gabes. The colored lines refer to the individual model simulation. The weighted ensemble average
is the black line. The Sen’s estimate of the linear trend and the confidence level are shown in the figure as well.
Annotations shows the trend and the confidence level . The positive trend of negative minima denotes their
decreasing amplitude.

The future scenario computations produced in this study show results that have a large spatial
variability within individual simulations and large differences among different simulations. However,
when all simulations are merged in an ensemble mean, the climate change signal shows a generalized
decrease of both positive and negative surges. Though changes are not large (reduction and increase
reach 5% only in limited coastal stretches), they are substantially coherent spatially. The time separation
between the two slices (1971-2000 and 2021-2050) that have been examined is small and it may
prevent the detection of a large climate change signal, which could, and it is likely to, further increase
at the end of the 21" century. It appears that managers and policymakers should be aware that
significant changes may occur already on the decadal time scale that is addressed by this work.

However, for practical applications, besides the effect of storminess, the effect of future sea level rise
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and ground subsidence, which might increase significantly the hazard posed by coastal floods, need to

be considered for a comprehensive evaluation of future hazards.
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Abstract

Vortices with characteristics similar to tropical cyclones have been observed in the last few years in
satellite images. The wind energy of these storms is so relevant to be of concern for Mediterranean
societies. In the present paper, a case study, which affected Salento peninsula on September 20006, is
first analysed. Then, a more systematic approach, based on a combined modelling and satellite analysis,
is extended to several tropical-like cyclones. Results show that the most intense convective activity and

the largest rainfall rates are generated during the preliminary stage of the cyclone lifetime.

Keywords: Mediterranean, Tropical-like cyclones, vortices, convective activity
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Cyclones with tropical characteristics have been occasionally observed in the Mediterranean Sea.
Compared to tropical vortices, they have a shorter duration, a weaker intensity and a smaller extension.
Anyway, they share the same mechanism of development, which is based on intense surface fluxes
from the underlying sea and the latent heat released during convection, which cooperate to self-sustain

the vortex [1].

Generally, these cyclones spend most of their lifetime over the sea, thus surface observations rarely
reported on them. An exception was the case study affecting Salento peninsula on September 26, 2006.
The cyclone crossed the region in the morning in about 30 minutes, reaching a maximum intensity of

78 knots and producing a pressure fall of 13 hPa in just one hour [2].

Fig. 1: Mean sea level pressure evolution from 00 UTC to 12 UTC, September 26, 2006, in Monteroni station (lat =
40.33°N, lon = 18.11°E).

Then, the cyclone moved to the Adriatic Sea, and finally landed in Gargano, where it was still very
intense. Numerical simulations, performed with the WRF model [3], implemented in a two-way nested
configuration over central Mediterranean, were able to correctly reproduce the observed intensity and
track of the vortex [4]. Looking at the previous history of the cyclone, numerical simulations revealed
that it originated in the lee of the Atlas Mountains, crossed the Strait of Sicily where it gained energy
from the sea, and finally interacted with a cold frontal system near Calabria region. Then, all the energy
accumulated was released through convection and after a few hours tropical features were apparent [5],
L.e. a symmetric structure with a warm low- and upper-level core. The presence of the eye, typical of

tropical cyclones, was observed during its transit across the Adriatic Sea.
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Tropical-like cyclones, like the one described above, occur occasionally in the Mediterranean, about 1-2
cases a year. Recently, some attempts have been performed in order to identify in a systematic way
these cyclones from satellite images [6]. However, this attempt was only partially successful, since only
6 cases where identified in a 20-year dataset when very strict criteria of selection were applied, while a

large number of extra-tropical cyclones were also included in case of weaker constraints.

Recently, the authors, in the effort to define an algorithm for the identification of tropical-like cyclones,
started to analyse different events, which were considered as potential candidates for showing tropical
features [7]. The case studies were selected by considering previous events analysed in literature,
identified in dedicated websites, or emerging from satellite images. These 28 cases were first simulated
with the WRF model, and their symmetry and temperature vertical structure were analysed using well-
established techniques for the identification of tropical cyclones [8]. Only 14 cases showed tropical
features. Generally, they showed lifetimes of a few hours to 1 day and extensions from 50 to 150 km.
Simulations revealed that the cyclone affecting the western Mediterranean Sea in November 2011
showed an extraordinary persistence of tropical features, as a symmetric warm core was present for

more than 60 hours.

After this preliminary screening, the 14 cases were analysed by means of satellite data. Microwave
satellite data were used, and in particular the Advanced Microwave Sounding Unit-B (AMSU-B)
radiometer on board the NOAA satellites. The water vapour absorption band at 183.31 GHz was used
through the precipitation retrieval method Water vapour Strong Lines 183 GHz (183-WSL) [9], which
allows to analyse the precipitation at the ground and the cloud type in terms of its precipitation

characteristics.

The satellite analysis revealed that in most of the analysed cases, the most intense convective activity,
characterised by a deeper vertical extension of convective cells, organized systems and larger rainfall
rates, occurred in the earlier stage of the cyclone lifetime. On the opposite, during the mature stage, the
clouds were usually located in the middle and lower troposphere, even for the most intense cases, and
were characterized by low rainfall intensity, mainly distributed in rainbands. Images relative to the case
study of September 2006 are shown in [7, 10]. Figure 2 shows the cloud type analysis for the tropical-

like cyclone affecting the western Mediterranean on November 2011.
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Fig. 2: Cloud type identification [for mid-latitudes, stratiform type: ST1 (cloud top at: 1+3 km), ST2 (3+5 km), and
ST3 (5+6 km); convection type: CO1 (6+7 km), CO2 (7+9 km), and CO3 (>9 km); left] from the 183-WSL
algorithm at 0247 UTC, 05 November 2011 (left), and 1250 UTC, 07 November 2011 (right).

A preliminary analysis of lightning data, although limited to just a few cases, confirm that the maximum

convective activity anticipates the phase with tropical characteristics.
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Abstract

We present a methodology developed to estimate solar radiation climatologies starting from a network
of global radiation and/or sunshine duration records and a digital elevation model. It allows obtaining
high-resolution grids of monthly normal values for direct, diffuse and global radiation on an inclined
surface. We discuss the application of the methodology to a data set of 41 Sicilian global radiation

records and the resulting 2002-2011 monthly radiation climatologies.

Keywords: Global Radiation, Sunshine Duration, Climatologies, Sicily
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1. INTRODUCTION

High-resolution datasets of monthly climatological normals (i.e. high-resolution climatologies) have
proved to be increasingly important in the recent past, and they are likely to become even more
important in the future. They are used in a variety of models and decision support tools in a wide
spectrum of fields such as, just to cite a few, energy, agriculture, engineering, hydrology, ecology and

natural resource conservation [1], [2]. One of the most important variables for a lot of possible

b

applications (e.g. energy production and agriculture) is solar radiation.

It is therefore very important to develop and to apply methodologies that exploit as much as possible
the information contained in solar radiation observational records: they consist both of global radiation
and sunshine duration records. The latter have the advantage of a much larger data availability,
especially when long-term records are considered, the former are more frequently available from

present-time station networks.

In this context we set up a methodology for estimating high-resolution solar radiation climatologies
from these records. This methodology is an improved version of that presented in [3] and [4]. It

consists of the following steps:

(i) calculating global radiation monthly normals for all station sites or estimating them from sunshine

duration normals, when global radiation data are not available;

(i) estimating, for all station sites, the bias due to shading and adjusting the normal values in order to

make them representative of un-shaded sites;

(iii) interpolating shading-bias-adjusted global radiation normals on a regular grid and decomposing

them into the direct and diffuse components;

(iv) evaluating atmospheric turbidity over the same grid by means of the direct component obtained

from shading-bias-adjusted global radiation;

(v) calculating direct, diffuse and reflected components of global radiation for any grid-cell, taking into
account its slope and aspect and considering shading from the cell itself and from the neighbouring

cells.

A preliminary version of the methodology has already been used for estimating global radiation

climatologies for Italy from a sparse dataset of sunshine duration records [3],[4]. The aim of this paper
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is to discuss the application of the methodology to a network of 41 Sicilian global radiation records

covering the 10-year period 2002-2011 and to present the resulting climatologies.

2. STATION DATA, QUALITY AND HOMOGENEITY TESTS AND GAP FILLING

The analyses presented in this paper are based on a network of 41 global radiation records covering the

whole Sicilian territory (Fig. 1). The network is managed by SIAS, (www.sias.regione.sicilia.it/), an
agrometeorological Service of Sicily regional administration. Global solar radiation is measured by

means of thermopile pyranometers. The data have hourly resolution.

Fig. 1: Network of the SIAS meteorological stations considered in this paper

Before the analyses the hourly data were subjected to a quality check procedure in order to identify and

cotrect gross errors such as negative values; then daily cumulated values were calculated (Mj/m’day)
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and they were used to obtain daily clearness index (i.e. the ratio between measured and eso-atmospheric

radiation) records. These records were then averaged for all months in order to obtain monthly records.

The monthly clearness index records were then analyzed by means of the Craddock homogeneity test
[5]. More precisely, homogeneity testing was performed in sub-groups of 10 series using a revisited
version of the HOCLIS procedure [6]. HOCLIS rejects the a priori existence of homogeneous
reference series. It consists of testing each series against other series, by means of a multiple application
of the Craddock test, in sub-groups of 10 series. The test is based on the hypothesis of the constancy of
clearness index differences among nearby sites. The break signals of one series against all others are
then collected in a decision matrix and the breaks are assigned to the single series according to
probability. This procedure allowed identifying some records with inhomogeneous sub-periods with

respect to the remaining part of the record: these sub-periods were deleted from the data.

After the inhomogeneous periods were eliminated, the monthly clearness index records were
completed over the 2002-2011 period. Missing data estimation was performed for each month and each
station by i) selecting all the records which have at least the same data of the station to be completed; ii)
transforming the data of all the stations into anomalies with respect to their averages over the years for
which the station to be completed has not missing data; iii) filling the gaps of the station to be
completed by a weighted average of the anomalies of the other stations, with weights depending on

distance; iv) converting the estimated anomalies into absolute values.

3. ADJUSTING THE STATION NORMALS TO UN-SHADED STATION NORMALS

The completed records were used to calculate monthly clearness index normals referred to the period
2002-2011 for all stations. Most of these stations are located in areas with very limited shading and they
are representative of un-shaded sites; there are however also some stations which are located in areas
with significant shading, especially in winter. In order to make all stations representative of un-shaded
sites we evaluated, by means of the 30 arc-second resolution GTOPO 30 Digital Elevation Model [7]
and considering literature values for atmospheric turbidity, the fraction of direct radiation which is lost
by the station due to shading, where shading can be caused both by the neighbouring cells and by the
cell in which the station is located. Then we performed the same evaluation for diffuse radiation. When
at least one of the lost fractions resulted greater than 0.5 %, we corrected the station clearness index

normals in order to make them representative of un-shaded measurements.
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For this purpose we first estimated the station clearness index by means of the (un-shaded)
neighbouring stations and used it to split the global radiation into the direct and diffuse components in
order to get the global radiation deficit from both fractions. Then we estimated the contribution of the
reflected radiation and finally we estimated the total effect of the slope and orientation of the stations’
cell and of the orography of the neighbouring areas on the global radiation measured at the site. This
estimation was used to correct the station clearness index normal and to make it representative of an
un-shaded situation. Only 13 out of 41 stations required this kind of correction. Moreover corrections
were generally rather small as only 4 stations have a maximum monthly correction which exceeds 5 %o.
The station with the largest correction is indeed Castellamare del Golfo with values ranging from 4.4%
(June) to 10.1% (December): it is shaded in the afternoon by rather steep mountains surrounding the

bay in which the station is located.
These results highlighted the great care taken by SIAS in selecting the stations’ sites.

Fig. 2 shows, as an example, the December clearness index station normals, after the bias due to

shading was corrected.

4. GRIDDING THE UN-SHADED STATION NORMALS

Once all station clearness index normals were representative of un-shaded sites, we interpolated these
normals onto the GTOPO 30 grid by means of a Multi Linear Regression of the clarness index versus
latitude and elevation, followed by an Inverse Distance Weighting of the residuals, with weights

depending on distance.

Then, using a decomposition model [8], we estimated the direct and the diffuse fraction of the global
radiation which allow us to calculate the direct and diffuse radiation normals of each cell under the
hypothesis that the cell is horizontal and that there is no shading from the neighbouring cells. These
normals are then independent from the orography: they only depend on the position of the station

(latitude), the day of the year and the atmospheric turbidity of the site.

Advances in Climate Science

202



Gisc s

Fig. 2: Spatial distribution of the December shading-bias-adjusted clearness index normals

The direct component of solar radiation was then used to estimate the turbidity of the cell, according to

the method described in [4]. This is based on the following relation [8]:

sunset
T.m,6,(m,)
Hdir—ﬂat= EOIO(‘I Cos(ginc)e B dh) (1)

unrise

where H,, ,, is the direct component of global radiation, E, is the eccentricity factor (i.e. the correction
due to the elliptical orbit of the Earth), I, is the solar constant, §,, is the solar angle of incidence and the
exponential part explains the attenuation due to the atmosphere: T} is the turbidity factor, »2, is the
optical air mass, Jy is the Rayleigh’s depth of the atmosphere. T} represents the turbidity of the vertical

column of the atmosphere over the grid cell: clouds, water vapour, pollution, fog, ozone, and many

other factors are included in Tj.
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For each point and each month we searched for the T best matching H, ;. Details on the

calculations can be found in [3].

5. SOLAR RADIATION CLIMATOLOGIES

Once atmospheric turbidity and the direct and diffuse components on an horizontal un-shaded surface
were estimated for each cell of the GTOPO30 DEM, we calculated the solar radiation received by the
soil taking into account slope and orientation of the surface and shading. More precisely, direct

radiation for inclined surfaces (H,,,,) was calculated by means of the following relation:

lir-incl)

sunset
Tpmy6p(my)
Hdir— incl™ EOIO(I ] COS(Qinc)e it dh) (2)

unrise

J is a binary factor representing shading: it was obtained by exploring the grid-cells surrounding each
node of the GTOPO30 DEM and checking, with a 5-minute temporal resolution, if the path from the
node to the sun does or does not intercept the DEM surface. If the grid cell is shadowed in the 5-
minute interval that we used in the integration, | was set to 0, otherwise it was set to 1. In this case 3,, is

naturally calculated taking into account the slope and the aspect of the surface.

Actually, in spite of the analogies of egs. (1) and (2), they are used in a completely different way: in fact
in eq. (1), we know the direct radiation on an idealized surface (flat and un-shaded) and use it to get T};

on the contrary, in eq. (2) we know T} and use it to get the solar radiation on a real surface.

Diffuse radiation for inclined surfaces (H,;,,) was calculated considering diffuse radiation as isotropic
and estimating the fraction of energy lost because the inclination of the cell and the orography of the

surrounding areas reduce the sky view factor (1), i.e. the visible fraction of the sky from the grid-cell.

Reflected radiation for inclined surfaces (H,,,,) was calculated considering the radiation from the
obstructed sky (OS}), expressed by OS. = 7-17; and considering the albedo of the ground (a). In our
procedure we assumed for the albedo the value which we attributed to the grid-cell itself, even though
the reflection is due to the surrounding cells. This approach is reasonable since the very small

contribution of reflected radiation that we have with a DEM resolution of 30 arc-seconds does not
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justify the much greater complexity which would be necessary in order to take into account the slope,

aspect and albedo of the surrounding grid-cells.

Albedo was estimated by means of the GLC2000 land cover grid provided by Joint Research Center
(http:/ /bioval.jrc.ec.europa.cu/ products/glc2000/¢glc2000.php).

Once direct, diffuse and reflected radiation were available, we simply calculated global radiation by their

sum. The entire procedure was performed for all the grid-cells of Sicily.

The final results are 2002-2011 monthly global radiation climatologies. The climatologies of December,
March, June and September are shown in Fig. 3-6. They show a rather strong North-South gradient in
winter, with the lowest values in the Messina area and the highest ones in the Ragusa area. Also in the
other seasons the Messina area shows lower radiation than the other parts of Sicily, even though the

spatial gradients are lower than in winter.

It is worth noticing that the same procedure we applied to obtain global radiation on a surface inclined
as the soil can be applied selecting any combination of slope and aspect. This may be useful for energy
applications as solar panels are usually not installed parallel to the ground but in order to collect as

much solar radiation as possible.

It is also worth noticing that the global radiation climatologies presented in this paper give much more
spatial details than the ones which were available for Sicily: they were produced considering only a few

Air Force stations or using satellite measures [9],[10].
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Fig. 3: Global Radiation Climatology for December

Fig. 4: Global Radiation Climatology for March
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Fig. 5: Global Radiation Climatology for June

Fig. 6: Global Radiation Climatology for September
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Abstract

This study compares linear and nonlinear statistical techniques applied to the reconstruction of monthly

mean temperature time series at European, Mediterranean, Asian, Near and Middle East stations.

The overall goal is exploiting the internal correlations existing in the temperature field for
reconstructing the temperature distribution over a relatively large region and since the beginning of the
19™ century using the information provided by few long temperature time series. Two techniques are
adopted: the Multilinear Regression Model and the Multi Layer Perceptrons Neural Network,

representing a linear and non-linear method, respectively.

Data include 209 monthly temperature time series, 11 of which are long time series, starting in the 18"
century. These 11 long time series are used as predictors after a preliminary Principal Component
Analysis pre-filtering. The remaining 198 short time series are the predictands, whose values are
reconstructed for the whole period during which the predictors are available. Results show that for this
problem the linear technique is more accurate and reliable than the nonlinear technique. As practical
application, the reconstruction of the January monthly mean temperature in the period 1850-2000 over

Germany is shown.

Keywords: Monthly mean temperature, reconstruction, Linear regression, Neural Network.

Advances in Climate Science



Gisc s

The objective of this contribution is mainly methodological. It explores the possibility of reconstructing
past monthly temperature time series starting from a small group of long time series, whose data are

available since the 18th century by exploiting the internal spatial correlations in the temperature field.

The monthly mean temperature time series have been computed from daily time series extracted by
different datasets. The 198 short time series are extracted from ECA&D dataset (European Climate

Assessment and Dataset) available at the web page http://eca.knmi.nl/ and from the CRU dataset

available at the web page http://www.cru.uea.ac.uk/data. The 11 long time seties are from different

sources. Stocholm and Vartan are extracted from the ECA&D dataset. Padua and Bologna time series
are kindly provided by Dario Camuffo and Chiara Bertolin. Uppsala, Cadiz, Central Belgium, and St.
Petersburg are made available by the IMPROVE project.. Prague and Milan are extracted from the
CRU dataset. Finally, the Central England monthly time series is extracted from the Metoffice dataset

at http://www.metoffice.gov.uk/hadobs/hadcet/. This monthly time seties is tepresentative of a

roughly triangular area of the United Kingdom enclosed by Lancashire, London and Bristol. It begins
in 1659 and it is the longest available instrumental record of temperature in the world. Fig.1 shows the
position of all stations considered in this study. Colors of dots denote the length of availability period.

The green dots with black bold border are the stations that are used as the predictors by the models.

Past temperature series are reconstructed using a set of 11 long temperature series as predictors and
198 time series of single stations as predictands. However, the predictors set is previously filtered by
applying a PCA (Principal Component Analysis), which reduces the number of predictors to the 7 first
Principal Components of the long time series. The justification for the method is based on the
statistical and physical links among temperature time series of different station, which are determined

considering the data of the last 50 years of the 20™ century when all 209 time series are available.

Pre-filtering consists in decomposing the individual monthly mean temperature time series (after

subtracting the mean value) in the product of two factors according the following expression:
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where j is the station index, i the temporal index, ¢j is the k-th Principal component, and ek the
respective Empirical Orthogonal Function. PCA analysis provides a reorganization of the information
contained in a field so that the maximum possible percentage of the total field variance can be
explained by the first Principal components in a descendent order. For the 11 long time series that are
used in this study, the first 7 Principal components explain the 98% of the total variance and are used

as predictors in the two statistical models.

Two types of model are used. The first model is a Multilinear Regression Model (LRM) in which the

predictand is expressed as a linear combination of the predictors:

where y represents the predictand, N the number of predictors, t the time index, a, the regression
coefficients and X, the predictors. The regression coefficients are computed using the least square

minimization of the target function:

where y; is the observation value, while g is its error (if it is known).

The second regression model is based on a Multi-Layer Perceptrons Neural Network (MLP), which
represents the non-linear approach to this reconstruction problem. MLP is implemented defining a
Neural Network consisting in a input layer with 7 neurons (the predictors), a hidden layer with 8
neurons and an output layer with a single neuron, which is the reconstructed temperature time series.
The hidden layer elaborates the output from the input layer during the training phase in which the

weights, W;, of the model are computed according to the relation:

y = (p(ijxj - 1)
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where @(x) is called transfer function and 9 is a threshold value). In the commonly used nonlinear

. A “linear version” of

version of the MLP, the transfer function is the logistic function @(x) = e

MLP can be obtained considering a linear transfer function, that is trivially @ (x) = x. As will be shown

later, we have used both versions of MLP.

The objective of this contribution is to compare the results of the LRM and MLP models and to
explore their capability to compute the past evolution of temperature time series in periods when very
few instrumental data are available. All plots and examples of this paper consider the January monthly

mean temperature.

Fig. 1: This map shows all temperature time setries considered in this study and the data availability for each of
them. Green dots indicate station whose data begin before 1870, red dots between 1871 and 1900, pink dots
between 1901 and 1951, black dots indicate time series starting after 1951. Green dots with black circle show the
stations from which the first 7 Principal Components have been extracted and used as the predictors of the
models

Models are validated and their accuracy evaluated by assessing their capability to reconstruct the
temperature against observations. In order to do this the second half of the 20th century is divided in
two sub-periods 1951-1975 and 1976-2000. The first sub-period is used for constructing the models
and the second sub-period for validating them. Note that the two sub periods have been swapped and

it has been checked that the model performance does not depend on the period considered to
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construct it. The procedure, the terminology and the construction phase of the model is slightly

different for LRM and MLP.

For the LRM, the sub-period 1951-1975 is used to train the model and for computing the regression
coefficients that are used for reconstructing the temperature time series in the sub-period 1976-2000.

For LRM the first sub-period is called “training period”, the second one “validation period”.

In the case of MLP, data belonging to the 1951-1976 period, in which the model is constructed, are
further divided in three groups: training, validation and test. The training data are used for computing
and modifying the weights. The error computed on the validation data is used to stop the training
phase when it is reduced below a given threshold. Test data don’t have any role in the weights
determination, but are used to evaluate the reliability of the model against independent data, which are
not considered in the training/validation phase. In this study, MLP is implemented so that the 60% of
the data included in the interval 1951-1975 are used for training and the 20% for validation and test
respectively. The data for each category are randomly distributed in time, so that training, validation
and test do not correspond to well defined sub-periods. To facilitate the comparison with the LRM, the

statistics describing the MLP accuracy are computed for the sub-period 1976-2000 as well.

The model performance is evaluated through the computation of the rmse (root of mean square error)
and the correlation between the original and the reconstructed signal. From these two parameters (and
using also the standard deviation of the original and reconstructed signal) the Taylor diagrams is
constructed (Fig. 2). In Fig. 2 green dots indicate the stations in central Europe, yellow dots in the
Iberian Peninsula, pink dots in Eastern Europe (east of 19 degs of longitude), red dots in the Near and
Middle East, blue dots in the Asian countries, black dots, finally, indicate the peripheral stations which
are not included in the previous regions. A dot indicates a good reconstruction when its coordinates are
closer as possible to the position (1.0, 0.0), meaning that the original and reconstructed time series have
the same standard deviation and are very well correlated. In general terms the green stations (central
Europe) are those with the best reconstruction quality, the blue stations (Asia) those were quality of

reconstruction is very poof.
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Fig. 2: Taylor diagrams showing, for each station, represented by a dot, the combination Magnitude Ratio —
Correlation produced by the LRM (a) , MLP using a linear activation function (b) and MLP with a logistic
activation function (c) respectively. The models are built in the sub-period 1951-1975 and applied to the sub-
period 1976-2000 to which these results refer. Color references: green dots indicate stations in Central Europe,
yellow dots in Iberian Peninsula, pink dots in East Europe, red dots in Near and Middle East, blue dots in Asian
countries, black dots remaining peripheral stations

Fig. 3 shows the spatial distribution of the percent error, defined for each station as the ratio of the

rmse over the standard deviation of the original time series. Fig. 3 shows, beside the quality of the
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reconstructions, also whether the 11 “predictor” stations are representative of the surrounding stations.
The green dots represent the stations that are best reconstructed by the models, with a percent error
lower than 0.5 (0.0 is the perfect reconstruction). Yellow, red and blue dots consider ranges until 0.8,
1.2, 1.5 respectively. Black dots are location where the percent error is greater than 1.5. The analysis is

performed only for the stations having at least 80% of available data in the interval 1951-2000.
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Fig. 3: Plot of the ratio rmse/standard deviation produced by the models for the stations having at least the 80%
of data available in the period 1951-2000 in the following order: LRM (a), MLP using a linear activation function
(b) and MLP with a logistic activation function (c) respectively. The models are constructed in the first sub-
period 1951-1975 and applied to the second sub-period 1976-2000 to which the results refer. Color references: green
dots indicate the station better reconstructed by the models, with a percent error lower than 0.5 (0.0 is the perfect
reconstruction). Yellow, red and blue dots consider ranges until 0.8, 1.2, 1.5 respectively. Black dots are location
where the percent error is greater than 1.5

In general the 11 long time series are representative of the stations in the surrounding areas except for
Cadiz, which is not representative of the Iberian Peninsula. Results show that the non-linear MLP
model performs worse than the LRM. On the other hand, LRM and MLP with a linear activation
function appears to be two equivalent and robust methods and there is no clear advantage of adopting

one respect to the other.

Fig 4 shows the application of these three methods to the reconstruction of the January mean
temperature since 1850 in the area of Central Europe that is included in a box of coordinates 7 — 14
degrees FEast and 48 -54 degrees North, which approximately coincides with Germany. The
corresponding time series is called mean temperature of Germany in this paper. Note that the methods
are applied individually to each station and the average of all German stations is considered afterwards

and shown in fig.4.

The temperature time series of the German stations are available since 1901. The interval considered
for the construction of the statistical models is from 1951 to 1990. The models are applied to the

complementary interval 1850-1950 and 1991-2000. The predictors are the first 7 Principal Components
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of the 11 long stations from 1850 to 2000. These results visually confirm that LRM and MLP ‘linear
version’ are approximately equivalent, while the performance for the MLP with logistic activation
function is slightly worse. Note that the red line showing the LRM results is barely visible only at a very
close inspection, because it practically coincides with the green line drawn over it. Same statistic
parameters about this reconstruction are reported in the following Table 1. We conclude that there are
encouraging results on the capability of these statistical models to reconstruct the past temperature
distribution at regional scale. The continuation of this study will investigate the seasonal variability of

the models parameters and performance and apply them to other regions.
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Fig. 4: Reconstruction of January monthly mean temperature of Germany from 1850 to 2000 using as predictors
the first 7 PC of the 11 long stations. Black line is the mean temperature of all German stations from 1901 to 2000,
red line is the German mean temperature reconstructed by LRM, green line is the signal reconstructed by MLP
with a linear activation function and the blue line is the reconstruction by MLP with a logistic activation function.
The red line showing the LRM results is visible only at a very close inspection, because it practically coincides
with the green line. The interval 1951-1990 (included between blue vertical lines) is the period in which the models
are constructed. The mean values for the signals in the interval 1901-2000 are 0.20, 0.08, 0.14,-0.03 for the black,
red, green and blue line respectively.

Parameters LRM MLP_lin MLP_log
Corr_tot 0.98 0.98 0.96
Corr_con 0.99 0.99 0.99
Corr_app 0.98 0.98 0.99
Rmse_tot (°C) 0.53 0.55 0.84
Rmse_con (°C) 0.41 0.42 0.25
Rmse_app (°C) 0.59 0.62 1.07

Table 1: Correlation and rmse computed between the reconstructed temperature time series and the January mean
monthly temperature of Germany. The subscript “tot” refers to the whole period 1901-2000, the subscript “con” to
the period 1951-1990 in which the models are constructed and “app” to the intervals 1901-1950 and 1991-2000 to
which the models are applied
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Abstract

In this study we first compare three observed grids of daily precipitation (EMR, EOBS and MAP) over
the Po basin, in order to choose the most reliable dataset to develop regional scenarios. The results
indicate that although there is generally good temporal agreement between the three datasets, EOBS
should be treated with caution since does not provide reliable climatology over this region, especially
considering the extremes. The high agreement between MAP and EMR, on the other hand, builds

confidence in using these datasets.

Then we compare three different post-processing methods following the MOS (Model Output
Statistic) approach: linear-scaling, quantile mapping and MOS analogs, applied to the ERA40-driven
COSMO-CLM model. Cross-validation results indicate that the application of MOS techniques
generally improves the outputs of the COSMO-CLM model, and, among the MOS methods, better

results have been generally obtained with the quantile mapping technique.

Keywords: Daily precipitation observations, MOS post-processing, regional climate scenarios.
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1. INTRODUCTION

A key problem for climate change impact/adaptation studies is developing regional climate scenatios,
especially for geographically complex and heterogeneous regions that are sensible to climate change.
The Po river basin is characterized by a great variability of precipitation regimes due to the influences
of different climatological regimes, such as the Mediterranean, Continental, Atlantic, and Polar. In
addition, precipitation plays a major role in water resources and natural hazards in this area, with high
hydrogeological risk and strong human pressure [0]. Due to this climatic variability in a relatively small
area with remarkable topographic complexity, this region is a challenging area both to monitor and to
simulate the mesoscale characteristics of the precipitation field. Consequently, in order to develop
regional climate scenarios, of paramount importance is the assessment of uncertainties, not only of the

downscaling methods themselves, but also of the observed datasets.

In this study we compare three high-resolution datasets of interpolated precipitation (EMR, EOBS and
MAP) over the Po river basin, in order to choose the most reliable dataset to develop regional

scenarios. This analysis extends the recent work of Turco et al. (2013) [0], who compare three

observation grids in the Alps, focussing in the northwest Italy. Then we evaluate three different post-
processing methods to refine the precipitation output of the regional climate model COSMO-CLM [0].
These methods are of increasing complexity: (1) the simple linear-scaling (LS), (i) the quantile mapping
(QM), and (iii) the MOS Analog method (MA), recently proposed by Turco et al. (2011) [0]. This
comparison is performed under “perfect boundary conditions”, that is, the lateral boundary conditions

are provided by ERA40 reanalysis data, in order to reduce the influence of the errors relate to the

General Circulation Model.

2. OBSERVED DATA

We consider three high-resolution datasets of interpolated observations: (1) EMR, (i) EOBS [5], and
(iii) MAP [6]. These datasets are daily observational grids for precipitation, all produced using data from

quality-controlled stations.

EMR is a recently developed gridded dataset covering the Po basin over the period 1971-2000, based
on 1128 observed quality controlled precipitation data collected and used for the calibration of the

multi-model system FEWS within the project PEDRO over the Po river basin [7]. The rain gauges
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network is sufficiently dense (on average around one station per 60 km2) to produce a grid with a

horizontal resolution of approximately 8 x 8 km, the same of the COSMO-CLM model.

EOBS (approximately 25 x 25 km) is the state-of-the-art publicly available high- resolution daily dataset
for Europe, based on a network of more than two thousand stations. However, compared to MAP,

EOBS is based on a lower number of stations, around 750 records over the GAR domain [5].

The MAP dataset, composed of around 6500 stations, covers the GAR area and provides reliable data
only over the period 1971-1990. This high-resolution dataset (approximately 25 x 20 km) is considered

reliable for reproducing the mesoscale patterns of the present alpine climatology [6].

To compare the three datasets, we focus on the common reliable period, 1971-1990, and the daily
outputs of the MAP and EMR are bilinearly interpolated (upscaled) from their original resolution to the
grid defined by EOBS (around 25 x 25 km).

3. MODEL DATA AND POST-PROCESSING METHODS

We consider the ERA40-driven COSMO-CLM model [0] for the baseline period 1971-2000. The
COSMO-CLM regional climate model is the climate version of the COSMO-LM non-hydrostatic

limited area model [0]. A detailed description and evaluation is given in Zollo et al. (2012) [0].

The three MOS methods that we compare are here described: (i) the linear-scaling LS, (ii) the quantile
mapping QM, and (iii) the MOS Analog method MA.

The linear-scaling approach consists in correcting the monthly differences between observed and

simulated values:

oo prgy. Hn P ()
DD (@)

where, for the day d , P (d) is the corrected value, P(d) is the original daily precipitation value
from the RCM, u,, (P, (d)) is the observed monthly average for the month m ,and u, (P, (d)) is

the simulated monthly average.
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The quantile mapping correction, instead, tries to adjust all the moments of the probability distribution

function (PDF) of the precipitation field. The idea is to calculate the correct vatiable P " as a function
of the original simulated variable P using a transfer function calculated forcing the equality between

the CDF (cumulative distribution function F') of the observed and simulated variables [0]:

Frcm (Prcm) = Fobs (R)bs)

Where F, and F, are, respectively, the CDF of simulated and observed precipitation. So the

rem

corrected value of precipitation is obtained using the following equation:
* -1

We applied the quantile mapping assuming that both observed and simulated distributions are well
approximated by a Gamma distribution. This distribution, dependent only on two parameters, is
commonly used for representing the PDF of precipitation and several studies have proved that it is

effective for modelling rainfall data (see e.g. [0]).

The analog method is based on the hypothesis that ”analogue” weather patterns (predictors, e.g. 500
mb geopotential) should cause “analogue” local effects (predictands, e.g. precipitation at a given
location). This relatively simple method basically consists in two steps. For the day “A” to be
downscaled, in a future or in a test period: (1) The closest historical predictor “B” (the analog) is found;

(2) then, the observed local precipitation “b”, correspondent to the analog day “B”, is used as the

downscaled precipitation “a”. Then these steps are repeated for each day to downscale. Turco et al.
(2011) [0] positively tested over Spain a new implementation of the standard analogs method, in which

the predictor is the daily RCM precipitation. This approach is tested here.

4. VALIDATION AND COMPARISON MEASURES

We evaluate the performance of the MOS methods by means of a leave-one-out cross-validation, in
which a moving window of 1 year is used as the validation data, and the remaining observations as the
training data. For example, the first test year is 1971, and the MOS analog method is calibrated over the
period 1972-2000; the second test year is 1972 and is trained with the complementary years, and so on.

Also the monthly means for the LS, and the CDF of both observed and simulated precipitation for the
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QM, are calculated for every month of the year following this cross-validation approach. Consequently,
a total of 30 (equal to the total length of the series) test periods were considered. Finally, we analyse the

union of these 30 test periods.

To compare the three datasets and the MOS methods, we apply two main approaches. Firstly, we
measure the temporal agreement between the time series comparing the datasets at a gridpoint basis
using standard verification measures (e.g. correlation). Specifically, at each gridpoint, the relative mean
absolute error (MAEY), relative to the observed mean of the reference dataset, and the Spearman

correlation (CORR) is calculated between the datasets.

Secondly, the spatial agreement of the climatologies (spatial patterns averaged over the analyzed period)
of a subset of the standard ETCCDI indices (total precipitation amount PRCPTOT, number of
precipitation days with precipitation greater than 1 mm R1, maximum precipitation over 1 day
RX1DAY; WMO, 2009 [0]) are compared. The comparison between the simulated and observed
climatologies are also shown with the Taylor diagram [0], which summarize three metrics of spatial

similarity, correlation, standard deviation and root-mean-square-error, in a single bidimensional plot.

5. RESULTS
Comparison of observed datasets

Figure 1 shows the spatial distribution of the accuracy metrics over the Po river basin domain. Both
metrics (CORR and MAEY) highlight that generally there is a quite high agreement among the datasets,
with greater correspondence between MAP and EMR than between MAP or EMR and EOBS.
Generally, the greatest discrepancy between the grids is over the North West Italy, where EOBS has
fewer stations, and over mountainous areas. In particular, the greater differences between MAP and

EMR on the border could be related to a lack of stations outside the Italian border in the EMR dataset.
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EOBS vs EMR, CORR: 0.78 1QR:0.71/0.82 MAP vs EMR, CORR: 0.83 1QR:0.79/0.85

Fig. 1: CORR (top panels) and MAEr (bottom panels) comparing EOBS, MAP and EMR over the Po basin. The
values at the top of each map are the median and the interquartile range (IQR) of the spatial distribution of the
corresponding score.

Figure 2 shows the annual climatologies (spatial pattern), averaged over the studied period (1971-1990)
for three indices and the three datasets: MAP (first column), EOBS (second column) and EMR (third
column); the numbers below the figures indicate the calculated similarity scores. There is a quite high
agreement between MAP and EMR (e.g. spatial correlation around 75-90%, depending on the index).
This is an important result since it builds confidence in using these datasets for climate studies. Instead,
the greater differences for the EOBS grid suggest that this dataset, at least for certain studies such as
the analysis of the regional alpine climatology, should be treated with caution. In particular, the
discrepancies are greater for the extremes indices RX1DAY, with a mean error of -13% and the area
with the highest maximum values (the Toce valley, in the north of Piedmont), is not highlighted by
EOBS. However, please notice that each dataset has limitations that the users should carefully take into
account. For example, it should be noted that common measurement errors, such as undercatch due to
wind or evaporation losses and/or snow drift into the rain-gauge, may affect these datasets. So possible
systematic underestimation of the amount of precipitation (averaged values of around 10%, [Errore.

L'origine riferimento non & stata trovata.]) should therefore be taken into account.

Summarizing, the analysis presented here shows that the EMR dataset is the best candidate to apply the
MOS techniques, since it is based on hundreds of stations, shows a good agreement with MAP, and

covers a longer period (1971-2000).
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Fig. 2: Spatial distribution of mean values (averaged over the period 1971-1990) of the MAP (left), EOBS (central)
and EMR (right), for the annual precipitation indices PRCPTOT, R1 and RX1DAY. The spatial validation scores
(Mean error M, Standard deviation S, centred Root-mean-square R, correlation C) for the EOBS and MAP values,
with respect to the EMR values, are given below the corresponding panels.

Comparison of MOS methods

The ability of COSMO-CLM and MOS methods to reproduce the seasonal climatology (spatial pattern)
for three ETCCDI precipitation indices has been tested. As an illustrative example, and for the sake of
conciseness, in Figure 3 we show the comparison maps for the COSMO-CLM model and the
corresponding QM values. The panels in this figure show the autumn values of the indices (averaged in
the period 1971-2000) for the observed grid EMR (first column), the COSMO-CLM simulation
(second column) and the QM values (third column); Each rows is representative of one index,
PRCPTOT (top), R1 (middle), and RX1DAY (bottom). The numbers below the figures indicate the
bias (or mean error M), the relative standard deviation (S), the correlation (C), and centred root-mean-
square (R) values for QM and RCM with regards to the observed ones. These numbers measure the
spatial similarity and are plotted in the following Taylor diagram. This figure shows that the QM values

clearly outperform the uncalibrated RCM outputs.
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Fig. 3: Spatial distribution of the observed (left), COSMO-CLM (central) and QM (right) mean values (averaged
over the control period 1971-2000) for the three ETCCDI precipitation indices considered. The spatial validation
scores for the RCM and MOS simulated values are given below the corresponding panels: bias (or mean error M),
relative standard deviations (S), cortrelation (C) and centred root-mean-square (R).

Figure 4 summarizes the verification results for all the MOS methods, seasons, and indices. The MOS
methods dramatically improves the RCM result and, among the methods, the quantile mapping
generally have the best scores for most indices and seasons, while the linear-scaling shows the worst

results in most cases.
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Fig. 4: Taylor diagrams for the seasonal precipitation climatology. Better results are closer to observation (OBS).
The circles with LS are used for the linear-scaling method, the squares with QM for the quantile mapping, the
triangles with MA for the MOS analogs method while the diamonds with R for the RCM. The colours indicate the
bias (in percentage respect to the observed mean). The numbers correspond to the different indices:
1=PRCPTOT,; 2=R1; 3=RX1DAY.

Then we test the daily accuracy of RCM simulation and the QM values. Fig. 5 shows the relative mean
absolute error and the correlation between the simulated series and the observations, calculated at each
grid box. Generally the QM has slightly greater values of CORR and lower of MAEr. These scores
highlight the greater difficulties of the RCM to reproduce the precipitation over the Alps.
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COSMO-CLM vs EMR CORR: 0.62 IQR: 0.61/0.64 QM vs EMR CORR: 0.65 IQR: 0.63/0.67
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COSMO-CLM vs EMR MAEr: 1.07 IQR:1.01/1.17 QM vs EMR MAEr: 1.04 IQR: 0.99/1.08
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Fig 5.: CORR (top panels) and MAEr (bottom panels) comparing the COSMO-CLM model (left) with the QM
(right). The values on the top of each map are the median and the interquartile range (IQR) of the spatial
distribution of the corresponding score.

6. CONCLUSIONS

Our overall objective is to generate regional climate scenarios over the Po river basin, to study the
impact of climate change on hydrology. To achieve this goal, the following preliminary steps have been

identified and addressed in this study:
1. Assessment of the available observed datasets;

2. Comparison of different downscaling techniques to provide regional scenarios for precipitation, at

daily scale.

Indeed, in the context of regional climate studies, the analysis of high-resolution daily observation is of
the utmost importance. These datasets allow defining the main climatic features of their area and have
become increasingly popular to validate regional models or to calibrate the statistical methods.
Unfortunately, a number of constraints involving climate data (i.e. availability of the data and their
quality) could limit the analysis of daily values, especially in the alpine region, given the complexity of

the orography in this area.

These reasons have motivated the first part of this study, in which we have compared three datasets
over the Po river basin: (i) EMR, (i) EOBS and (iii) MAP. Each dataset has limitations that need to be
considered. Unfortunately, EOBS, which covers a long period (1950-2012), has shown the greatest

discrepancies. Instead, the MAP grid, considered reliable to describe the mesoscale climatology over

Advances in Climate Science

231



Gisc s

the studied area, covers only 20 years. Finally, the high agreement between MAP and EMR, and the
availability of the latter for the period 1971-2000, make it the best dataset to be used in order to

generate the regional scenario over the Po river basin.

Then, we have tested and compared the performances of three MOS techniques - linear-scaling,
quantile mapping, and MOS analogs - to refine the precipitation output of the ERA40-driven COSMO-
CLM regional model. The cross-validation results indicate that the MOS downscaled values generally
outperform the uncalibrated RCM outputs, and the quantile mapping have often the best scores as it
improves the representation of the mean regimes the frequency and the extremes of precipitation,
regardless of the season. These results suggest the MOS applicability, especially useful for those users

that need high—resolution simulations for climate change impact studies.

Our future research would address the analysis of these methods under sub- optimal” conditions
(using RCM driven by GCM in current climate) and to test their robustness in climate change

conditions.
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8. ACRONYM GLOSSARY
CDF: Cumulative Distribution Function
CORR: Correlation
COSMO-CLM: COSMO model in CLimate Mode (http://www.clm-community.cu/)
EMR: Gridded dataset covering the Po basin over the period 1971-2000.
EOBS: High- resolution daily dataset for Europe [5].
ERA40: ECMWF 40 Year Re-analysis (http://www.ecmwf.int/)
ETCCDI: Expert Team on Climate Change Detection and Indices

FEWS: hydrological and hydraulic models in Po Flood Early Warning System
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GAR: Greater Alpine Region

GCM: Global Climate Model (or General Circulation Model)
IQR: InterQuantile Range

LS: Linear Scaling

MA: Mos Analog method

MAEtr: relative Mean Absolute Error

MAP: Precipitation dataset that covers the GAR area [0]
MOS: Model Output Statistics

PDF: Probability Density Function

PRCPTOT: total precipitation amount index

QM: Quantile Mapping

R1: Number of precipitation days with rain rate greater than 1 mm

RCM: Regional Climate Model

RX1DAY: maximum precipitation over 1 day
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Abstract

The “Ora del Garda” is a coupled lake and valley breeze regularly flowing, during warm season clear-
sky days, from the northern shorelines of Lake Garda, in the Italian Alps. Climatological characteristics
of this wind are investigated through the analysis of observations taken at two surface weather stations
— one on the shores of lake Garda, and the other 30 km inland — over a 10-year period. Furthermore
the influence of synoptic winds on the lake breeze development is explored by analysing wind speed
and direction at 850 hPa level provided by model reanalysis. Lake breeze days are identified by means
of a set of objective criteria based on observations of solar radiation, wind speed and direction at the
two stations. The analysis shows that the Ora del Garda develops on the shores of the lake in about
70% of the days from April to September, and even more often in the summer months. Moreover, in
about 90% of the days in which the lake breeze develops on the lake shores, it also reaches the inland

weather station. Its average strength on lake Garda shores is 4-6 m s, with maximum intensities

reaching frequently around 10 m s™. It typically starts blowing at 1100-1200 LST, although the onset
time is progressively delayed, from spring to summer, and continues until 1700-2000 LST. The lake
breeze front takes on average 3.5 h to arrive at the inland weather station, where it lasts until 2000-2100
LST. The analysis of wind speed and direction at 850 hPa from reanalysis highlights that the lake breeze
is on average stronger, and its duration is slightly longer, when the synoptic wind blows onshore.

Moreover in these situations the lake breeze propagates faster and arrives earlier at the inland weather

station.

Keywords: Mountain meteorology, lake breeze climatology, valley wind
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The present work aims at investigating the climatological characteristics of the so-called Ora del Garda
circulation, which is an unusually intense up-valley wind, regularly occurring in the south-eastern Italian
Alps. Actually this wind arises as a lake breeze over the northern part of Lake Garda, and extends
northward channelling in the valleys nearby, until, on most of the days, it breaks out into the adjacent
Adige Valley, north of Trento. Here it interacts with the local up-valley wind, creating a strong and
gusty flow in the area (Fig. 1). The first observations of the Ora del Garda wind were carried out in
1908 and 1909 by A. Defant [1, 2], who analysed the pressure gradients associated with the
establishment of valley winds between the Po Plain and the Adige and nearby valleys. Later on, the
behaviour of diurnal Adige Valley winds at Trento and of the Ora del Garda was the subject of various
investigations by German and Austrian meteorologists, which were reported in Wagner’s (1938) review
on valley winds [3]. The study of this wind has been recently resumed by the Atmospheric Physics
Group of the University of Trento. A preliminary characterisation of the Ora del Garda from data
collected at surface meteorological stations was performed by Daves et al. (1998) and Baldi et al. (1999)
[4,5]. Furthermore various targeted measurement campaigns were carried out, including not only
intensive surface observations [6], but also airborne measurements by means of an instrumented
motorglider [7,8,9], which explored the upper valley atmosphere and the boundary-layer structure

associated to the breeze development.

a) Study area and dataset

As said above, the Ora del Garda starts to blow on Lake Garda shore and then channels into the
corridor formed by the lower Sarca Valley and the Lakes Valley, north of it. These valleys represent the
northward extension of the basin of Lake Garda, and run almost parallel to the nearby Adige Valley,
from which they are separated by the Mount Bondone chain, for approximately 30 km in SSW-NNE
direction. On the northern side the Lakes Valley connects to the Adige Valley on its western sidewall,

through the elevated saddle of Terlago (Fig. 1).

The lower area of the Sarca Valley, facing Lake Garda, consists in a rather wide and flat region,
displaying an altitude slightly higher than the lake’s surface (65 m MSL), with the only exception of the
isolated relief of Mount Brione (376 m MSL). Up-valley to the town of Arco, the Sarca Valley floor
narrows from about 4 km to 0.5 km, and then it widens again farther north into the Lakes Valley: the

latter lies between Brenta Dolomites Group (west) and Mount Bondone chain (east), and is flanked on
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the eastward side by the elevated Cavedine Valley (valley floor height: 300-580 m MSL) for about 15
km. Farther north, the valley narrows again by Santa Massenza and Toblino lakes (245 m MSL), where
it suddenly bends eastward, becoming roughly west—east oriented and broadening out. After an uneven
series of bumps and holes, it reaches the elevated saddle of Terlago (minimum height 580 m MSL),
incumbent on the adjacent Adige Valley floor (200 m MSL) through a jump of about 400 m,

immediately north of the city of Trento.

Fig. 1: Study area along with a schematic representation of the propagation of the Ora del Garda and the weather
stations analysed in this work: Riva del Garda (RIV), Arco (ARC), and Gardolo (GAR) (background map from
Google Earth)

The climatological characteristics of the Ora del Garda were investigated using data from two surface
weather stations, Riva del Garda (RIV), located on the shores of Lake Garda, and Gardolo (GAR), in
the Adige Valley (Fig. 1). This allows to evaluate the characteristics of the lake breeze at its onset on the
lake’s shore and in the area where it outbreaks into the Adige Valley. The dataset covers the warm
semester (April-September) in the period 2003-2012 and is composed of wind speed and direction and
alr temperature measurements at both weather stations and global radiation at RIV. Moreover radiation

data from Arco weather station (ARC), located close to RIV (Fig. 1), were used to fill the gaps of the
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record at RIV. Wind speed and direction are measured at 5 m above ground level (AGL) at RIV, and at
3 m AGL at GAR, while temperature is measured at 2 m AGL at both weather stations. All

observations are houtly.

b) Selection of lake breeze days

Lake breeze days on the lake’s shore were identified by means of objective criteria applied to weather
data from RIV station. These criteria were suggested by previous climatological investigations of sea
breezes [10,11,12] and take into account both the physical mechanisms leading to the development of
the lake breeze and its typical features, especially the wind shift from offshore to onshore in the

morning and an the opposite reversal in the evening:

@ Global solar radiation until noon is > 30% of the maximum radiation measured in the same
time period in that month. It was noted that the development of the lake breeze is better correlated
with the strength of the solar radiation in the morning than with the radiation during the whole day.

The threshold of 30% of the maximum radiation was chosen from preliminary investigations.

(II)  Wind direction (WD) reverses from offshore to onshore in the period from 2 h after sunrise to

2 h before sunset.
() WD becomes offshore or wind speed (WS) is < 1 m s after sunset.

IV) WD is offshore or WS is < 1 m s for most of the hours between midnight and sunrise. This
test aims at eliminating days with a strong onshore synoptic wind, which might be wrongly interpreted

as lake breeze.
(V) WD remains onshore consecutively for at least 3 h and at the same time WSis > 2m s™.

An additional test was applied to wind speed and direction data measured at GAR, to identify days in

which the lake breeze reaches this weather station.

€5) WD becomes between 240°N £ 30° and at the same time WS is > 2 m s for at least 1 h in the
period between the onset of the lake breeze at RIV and two hours after its cessation. 240°N is the

typical direction of the Ora del Garda at GAR.
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¢) Lake breeze climatology on the lake’s shore

From the application of the above criteria it results that the lake breeze at RIV occurs in 68% of the
days analysed, with higher frequencies in the period May-August (71%, 71%, 75%, and 72%
respectively) than in April and September (57% and 63% respectively).

The histograms in Fig. 2 show that the average intensity of the Ora del Garda ranges in 51% of the

days between 4 and 6 m s™', while the maximum hourly velocity reaches 6-9 m s™ in ~60% of the days.

Fig. 2: Frequency distribution of the average and maximum intensity of the lake breeze at RIV

From Fig. 3 it can be seen that the lake breeze starts to blow at RIV in most of the days (65%) between
1100 LST (UTC+1) and 1200 LST, while the variability of the cessation time is higher: frequencies
higher than 10% occurs between 1600 LST and 2000 LST. The frequency distribution of the hour of

occurrence of the maximum intensity displays a Gaussian shape, centred at 1400 LST.
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Fig. 3: Frequency distribution of the time of occurrence of the onset, maximum and cessation of the Ora del
Garda at RIV

As to the monthly variations, it is found that the onset time of the Ora del Garda progressively delays
from April to September. The highest frequency in April is at 1100 LST, while in September it occurs
one hour later (Fig. 4). This may be attributed to the progressive warming of the lake during the warm
semester and the consequent later development of the thermal contrasts leading to the onset of the lake
breeze. The occurrence of the maximum intensity of the lake breeze seems to follow the same
behaviour, with earlier occurrences in April, May and June than in July, August and September (not
shown). On the other hand the cessation time occurs on average earlier in April and September,

probably due to the earlier sunset (not shown).
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Fig. 4: Frequency distribution of the time of occurrence of the onset of the Ora del Garda at RIV in the six months
analysed

d) Lake breeze climatology in the Adige Valley

The Ora del Garda arrives at GAR in 89% of the days in which it occurs at RIV, with rather constant
values in the six months analysed. In fact the frequencies range from 85% in May to 92% in July. The
lake breeze does not reach GAR especially in the days when it is not well developed at RIV. In fact it is
found that the Ora del Garda at RIV is on average weaker (~0.3 m s in both mean and maximum
velocities) and its duration is shorter, with a later onset (~30 min) and an earlier cessation (~1h 15

min), in the days when it does not reach GAR.

The average intensity of the lake breeze is slightly lower than at RIV (in 72% of the days between 2 and
4 m s), even though the two results are not completely comparable due to the different measurement

heights (Fig. 5).
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Fig. 5: Frequency distribution of the average and maximum intensity of the lake breeze at GAR

The frequency distributions of the time of occurrence of the onset and of the maximum intensity of the
lake breeze present similar shapes to those found at RIV, with a time shift of 3 h. The onset of the lake
breeze at GAR occurs in 61% of the days between 1400 LST and 1500 LST, while the frequency
distribution of the hour of occurrence of the maximum intensity displays a Gaussian shape centred at
1700 LST (Fig. 6). On the other hand the frequency distribution of the cessation time is more
concentrated than at RIV, with maximum frequencies between 2000 LST and 2100 LST (54% of the
days). As at RIV, the onset of the lake breeze occurs later and later from April to September, while the
cessation occurs earlier in August and September (not shown). No significant monthly trends are found

for what concerns the time of occurrence of the maximum intensity.
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Fig. 6: Frequency distribution of the time of occurrence of the onset, maximum and cessation of the Ora del
Garda at GAR

e¢) Influence of the synoptic wind

In order to investigate the influence of the synoptic-scale flow on the lake breeze, wind speed and
direction at 850 hPa from the National Center for Environmental Prediction (NCEP) Operational
Global Analysis data on 1.0 x 1.0 degree grids were used. In particular the daily values at 1200 UTC in
the grid point where RIV lies were analysed. Similarly to [12], data were first aggregated in classes
according to the synoptic wind direction with respect to the lake’s shore. Then two subclasses were
created from data with onshore and offshore wind direction (see below), including only data with wind

speed > 4 m s™. The resulting classes are as follows:

. Onshore (On): 135°N < WD < 255°N

. Onshore Strong (OnStr): 135°N < WD < 255°N and WS >4 m s’

. Offshore (Off): WD < 75°N or WD = 315°N

. Offshore Strong (OffStr): WD < 75°N or WD > 315°N and WS >4 m s’
. Parallel East-West (EW): 75°N < WD < 135°N

. Parallel West-East (WE): 255°N < WD < 315°N

Figs. 7 and 8 show that the synoptic wind influences significantly the lake breeze intensity at RIV. Both

average and maximum velocities of the lake breeze tend to be stronger when the synoptic wind blows
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onshore with respect to the offshore direction. Differences of order 0.7-0.8 m s and 1 m s™ between
OnStr and the two offshore classes are found for the average and maximum velocities respectively.
Furthermore it can be seen that on average the weakest intensity of the lake breeze occurs in the EW
class. It is likely that this is due to the fact that in most cases easterly winds channelling in the low levels

are deviated and appear as northerly winds (offshore) [13].

Fig. 7: Deviation from the mean of the average Ora del Garda intensity at RIV for the six synoptic wind classes

Fig. 8: Deviation from the mean of the maximum Ora del Garda intensity at RIV for the six synoptic wind classes

Fig. 9 shows that the onset of the Ora del Garda at RIV occurs ~25 min earlier for OnStr than for
offshore and easterly synoptic winds. On the other hand the effects of the synoptic wind on the
cessation time is less clear. Low differences are found between onshore and offshore synoptic winds,

whereas the cessation time seems to occur significantly earlier with easterly winds (not shown).
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Fig. 9: Deviation from the mean onset time of the Ora del Garda at RIV for the six synoptic wind classes

As to the effects of the synoptic winds on the propagation of the lake breeze, it is found that the Ora
del Garda reaches with more difficulties the Adige Valley with offshore and easterly winds, coherently
with the above findings that the Ora del Garda at RIV is on average weaker and its duration shorter in
the days in which it does not arrive at GAR. In fact the Ora del Garda does not arrive at GAR in 19%
and 18% of the days with offshore and easterly synoptic wind respectively, and only in 8% and 7% of

the days with onshore and westerly wind respectively.

Differently to what found at RIV, Fig. 10 shows that at GAR the lake breeze is stronger with offshore
than with onshore synoptic winds. The differences between OnStr and OffStr reach ~0.5 m s for the
average velocity. This is probably connected to the fact that the up-valley wind south of Trento is
stronger with onshore (southerly) synoptic winds and, as a consequence, it contrasts the arrival of the

Ora del Garda in the Adige Valley [14].
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Fig. 10: Deviation from the mean of the average Ora del Garda intensity at GAR for the six synoptic wind classes

Fig. 11 shows that the synoptic wind has a significant influence also on the propagation time of the lake
breeze from RIV to GAR. The propagation time is considerably longer for OffStr and EW and
differences of ~1 h are found between OffStr and OnStr. This is probably due both to the weaker lake
breeze occurring on average with these conditions and to the contrasting effect of the synoptic wind to
the propagation of the lake breeze along the Sarca and Lakes valleys. It is likely that easterly winds are
more effective at slowing down the propagation of the lake breeze in the last part of the Lakes Valley,

which is roughly west-east oriented. (Fig.1).

The time of the arrival of the lake breeze at GAR depends both on the onset time at RIV and on the
propagation time. As a consequence of the later onset of the lake breeze at RIV and of the slower
propagation with offshore and easterly winds, the onset of the Ora del Garda at GAR occurs
significantly later in these conditions. In particular the onset time occurs 50 min later than the mean

onset time for EW, and the delay reaches 1h 30 min if compared with OnStr (Fig. 12).
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Fig. 11: Deviation from the mean propagation time of the Ora del Garda from RIV to GAR for the six synoptic
wind classes

Fig. 12: Deviation from the mean onset time of the Ora del Garda at GAR for the six synoptic wind classes
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Abstract

Here we present the results of a long term continuous observation (2002-2011) programme conducted
at ICO-OV Station, a mountain remote site located on the highest peak of the Italian Northern
Apennines (2165 m a.s.l) at the border of two important regions: the Po Valley (and the Alps) to the
North and the Mediterranean Basin to the South. Bi-houtly air samples of CFC-12, CFC-11, CFC-114,
CFC-115, H-1211, H-1301, Methyl Chloroform, Carbon tetrachloride, HCFC-22, HCFC-142b, HCFC-
124, HFC- 125, HFC-152a, HFC-134a, HFC- 143a, HFC-245fa, HFC-236fa, HFC-365mfc, HFC-32
and Methyl Bromide e are collected and analysed using a gas chromatographic-mass spectrometric
system, thus providing multi annual time series for a number of halogenated species. Trends, seasonal

cycles and pollution episodes are presented.

Keywords: Climate altering gases, Montreal Protocol, Kyoto Protocol, long term trends, emissions
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1. INTRODUCTION

Long term continuous measurements of halogenated climate altering gases are conducted worldwide
with the aim of i) determining the rate of emission and/or chemical destruction of the anthropogenic
chemicals that contribute most of the reactive chlorine and bromine released into the stratosphere
and/or are strong infrared absotrbers; i) determining optimally the magnitudes and distributions by
region of the surface sources of these gases; iif) providing an accurate data base on the rates of
accumulation of trace gases over the globe; and iv) determining characteristics of the sources of these

gases near the stations.

In particular, direct atmospheric measurements are crucial for the verification of the bottom-up

emission inventories of these gases, which are based on statistical data only (Nisbet and Weiss, 2010).

The main monitoring networks for halogenated gases are AGAGE (Advanced Global Atmospheric
Gases Experiment), SOGE (System for Observation of Halogenated Greenhouse Gases in Europe)
and the NOAA-CMDL (National Oceanic and Atmospheric Administration/Climate Monitoring and

Diagnostics Laboratory).

In the Mediterranean area, the only long term measurement programme is carried out, since 2001, at

the Italian Climate Observatory “O. Vittori” (ICO-OV).

ICO-OV (WMO-GAW global station) is a research infrastructure managed by the ISAC-CNR, located
at the top of Mt. Cimone (2165 m a.s.l.), the highest peak of the northern Italian Apennines, the only

high mountain station for atmospheric research located South of the Alps and the Po basin (Bonasoni

et al., 2000).

Currently, the ICO-OV observatory is an AGAGE affiliated station, and measurements are linked to

the AGAGE calibration scale and the same calibration protocol as the AGAGE stations is used.

Here we report an analysis of data related to a wide range of compounds: CFC-12, CFC-11, CFC-114,
CFC-115, H-1211, H-1301, Methyl Chloroform, Carbon tetrachloride, HCFC-22, HCFC-142b, HCFC-
124, HFC- 125, HFC-152a, HFC-134a, HFC- 143a, HFC-245fa, HFC-236fa, HFC-365mfc, HFC-32
and Methyl Bromide, showing how long-term measurement programmes can be effective in deriving
long term trends and in assessing compliance of Italy, and other European countries relevant to the site
domain, with the international Protocols (Montreal and Kyoto) regulating production and emissions of

these gases.
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2. LONG TERM CONTINUOUS MEASUREMENTS AT ICO-OV

The gases that are monitored at the site include a wide range of radiatively active compounds: the fully
halogenated and solely anthropogenic gases like the chlorofluorocarbons (CFCs) and the halons, the
hydrogenated species (HCFCs and HFCs), chlorinated solvents and the methyl halides which are also
partially of biogenic origin. Brominated and chlorinated short-lived gases are also monitored. The
optimisation of the analytical procedure in terms of efficiency, linearity, and reproducibility is reported
in Maione et al., 2004 and 2013. 1 L air is analyzed by gas chromatography—mass spectrometry (GC-
MS) every second hour. For calibration purposes, every sample run is bracketed between two working
standard runs. Working standards are actual air samples in turn calibrated against the SIO2005 (Scripps
Institution of Oceanography)-UB98 (University of Bristol) scales, used within the AGAGE network.
The system is fully automated via a GCmanager software developed by Peter Salameh at SIO and

adopted from the AGAGE program.

3. RESULTS

The first step of the data analysis consists in the identification of the baseline, through a robust
statistical method (Giostra et al, 2011) which is essential both for deriving long term trends .
Furthermore, elevations above the baseline are an indication of fresh, not well mixed, emissions from
the site domain. Such information is important for ascertaining compliance to the International

Protocols.
Long term atmospheric trends of the main species monitored at ICO-OV are reported in Figure 1.

Our data show that the peak in the atmospheric mixing ratios of four CFCs, two halons and two
chlorocarbons has been reached and all these species now show a decreasing atmospheric trend, which
is consistent with the restriction in the production of these chemicals imposed by the Montreal
Protocol. However, pollution episodes are still occurring for species like halon-1211, methyl
chloroform and carbon tetrachloride, indicating fresh emissions from the site domain which could be
ascribed both to fugitive un-reported uses of the compounds, as in the case of Methyl chloroform,
and/or emissions from banks (i.e. halons), thus showing a non-compliance to the Protocol by countries

located in the site domain (Maione et al., 2013).
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For the hydrofluorocarbons, increases in the baseline are affected by emissions from fast developing
Countries in East Asia, meanwhile fresh emissions from the site domain are clearly declining (see also
Montzka et al. 2009). However, after 2010, consistent with the 2007 adjustments to the Montreal
Protocol calling for an accelerated phaseout of HCFCs starting from 2009, a deceleration in the growth
rate has been recorded. Methyl bromide, for which the Mediterranean area is an important source
region, shows, in a generally decreasing trend, an emission pattern that is not consistent with the phase-

out schedule of this compound, with a renewed increase in the last two years of pollution episodes.

The HFCs, which are strong infrared absorbers, are steadily increasing in the atmosphere. Moreover,
for these compounds, during the non-winter periods a rise of the baseline is occurring. An analysis of
such phenomenon showed how this is not dominated by the influence of the PBL, but rather is due to
an actual and systematic increase of the underlying concentration, as a consequence of an increased use

of these chemicals during the warmer periods of the year (Giostra et al., 2011).

To conclude, data from long term continuous measurement programme, are useful not only to
appreciate the effectiveness of the regulating Protocols from a regional perspective but, in combination
with those from other global programmes, are also useful to derive global emissions and estimate

lifetimes of the compounds of interest.
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Fig. 1: Time series of gases. Black dots: baseline data; red dots: elevation above the baseline; green lines: best fit
of the monthly means of baseline data
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Abstract

The submerged sill in the Strait of Messina, which is located today at a minimum depth of -81 m m.s.1,
represented the only connection between Sicily and mainland Italy (and thus Europe) during the last
low-stand, when the sea level locally stood at about -126 m.s.l. The myth has Charybdis lying on one
side of a narrow channel of water while on the other side of the strait was Scylla, another dangerous
sea-monster surrounded by six dog’s head attempting to catch and tear to pieces the sailors. According
with the palaeotide-model implemented in this research, the tidal currents reached 15 knots when sea
level was 100 m depth, do not allowed the Messina strait crossing for Homo sapiens (living in Europe

since 40 ka) before Last Glacial Maximum (22 ka).

Keywords: Palaeotides, Messina strait, Homo sapiens
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In order to calculate the magnitude of palacotides over the sill in the middle of the Strait of Messina
(Fig. 1) when sea level was at about -100 meters we used a numerical model based on the bottom
morphology and the present day tidal forcing.

Model bathymetry has been obtained by a bilinear interpolation of very high resolution bathymetric
data (1 m resolution). The model used in this work is the Massachusetts Institute of Technology general
circulation model (MITgcm). The MITgem solves the fully nonlinear, nonhydrostatic Navier—Stokes
equations under the Boussinesq approximation for an incompressible fluid with a spatial finite-volume
discretization on a curvilinear computational grid. The model formulation, which includes implicit free
surface and partial step topography, is described in detail by [1,2].

The model domain covers the entire Strait from 37.9N to 38.4N by means of a non-uniform curvilinear
orthogonal grid made by 300x840 points. Spatial resolution across the longitudinal axis of the strait,
DX, (along the strait axis, DY,) ranges between 15 and 190 m (17-200 m) with the highest resolution
reached in the narrowest part of the Strait. To adequately resolve the pycnocline the model has 55
vertical z-levels with a thickness of 7.5 m in the upper 300 m gradually increasing to a maximum of 110
m for the remaining 15 bottom levels.

The very high horizontal resolution adopted, together with the partial cell formulation results in a very
detailed description of the bathymetry. No-slip conditions were imposed at the bottom and lateral
solid boundaries. The selected tracer advection scheme is a third-order direct space-time flux limited
scheme [3], which is unconditionally stable and does not require additional diffusion. As turbulent
closure parametrization for vertical viscosity and diffusivity has been used the scheme proposed by [4].
Here we stress that a similar physical configuration for the MITgem has recently been successfully used
to study the dynamics of the Strait of Gibraltar, [5,06].

The model simulation has been start from rest, forced at the north and south open boundaries through
the specification of the present-day barotropic tidal currents in particular the principal two semidiurnal
and two diurnal harmonics (M2, S2, O1, K1) have been considered. Amplitude and phase of these
harmonics have been computed via the OTIS package [7].

Finally, the initial conditions in terms of salinity and temperature have been taken from the present-
day Medar-MedAtlas climatological Database [8] for the month of January.

A technique similar to [9] Sannino et al. 2009 has been applied to spin-up the model. The technique
consists in initially running the model without tidal forcing in order to achieve a steady circulation.

Then the model was forced by tidal components in order to achieve a stable time periodic solution.
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After this spin-up phase the model was run for a further tropical month (27.321 days) that represents
our reference experiment.

The palaco simulation performed with the numerical ocean model shows where velocity reaches its
maximum on the bottom of the Messina Strait Sill. In particular, due to the combined effects played by
the bathymetric constraint and the Coriolis effect, the maximum velocity of about 15 knots is reached
on the north-eastern side of the Sill (Fig. 2). Based on the morphology of the present day marine notch
carved on stabled limestones coast areas appears evident that the notches width are directly
proportional to the local tide. Measurements of Late Holocene and Last Interglacial fossils tidal
notches measured in the central Mediterranean sea [10, 11] compared with the present day tidal notch
allow us to state that the width remained the same, then we can assume that the Present tide appears
fully comparable with the LGM tides.

Effects of tides on the bottom of the Sill but also on the sea surface, with a maximum velocity of about
18 knots (Fig. 3) do not allowed the Messina strait crossing for Homo sapiens (living in Europe since 40
ka) before Last Glacial Maximum (22 ka).

Based on this model and results [12] stated: z with 20 m thick sediments eroded, the emersion of the
Messina strait Sill was between 27 and 17 ka cal BP; 7 without erosion in any case the Sill emerged
1500 yrs between 20 and 21.5 ka cal BP; zz: Homo sapiens and E.Hydruntinus, respectively not arrived in
Sicily earlier than 17 and 23-21 ka cal BP.
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Fig 1: The Mediterranean sea and the ubication of the Messina Strait

Fig. 2: The Messina strait tides velocity modelled at -100 meters with a 10 m depth water.
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Fig. 3: Maximum surface velocity in the Strait during a complete tidal period(typical month, about 30 days) as
simulated by the numerical model. The surface model velocity is representative for the first 3m water column.
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Abstract

The dynamics of the Argentine Basin flow is of climatic relevance, as it yields strong mixing between
Antarctic water masses (carried by the Malvinas Current) and subtropical water masses (carried by the
Brazil Current). Such mixing is regulated by the Zapiola Anticyclone, a counterclockwise current that
encircles the Zapiola Rise, the main topographic feature of the Argentine Basin. We investigate the
intrinsic variability of the Argentine Basin flow by using a sigma-coordinate ocean model. The periodic
domain of integration includes the Pacific/Atlantic sector of the Southern Ocean, which allows us to
describe correctly the Antarctic Circumpolar Current and its fronts. The forcing is provided by steady
climatological surface heat and momentum fluxes. Results show several phenomena of both high and
low-frequency variability which are found to be sensitive to background stratification and the degree of
smoothing of the bottom topography. The Argentine Basin circulation is found to be related to
fluctuations of the position of the Antarctic Circumpolar Current fronts. Significant agreement is found

when comparing our model results with altimeter data.

Keywords: Argentine Basin flow; Antarctic Circumpolar Current; Zapiola Rise; intrinsic low-frequency variability
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The Argentine Basin (AB), located in the south-western Atlantic Ocean near the South American
coasts, is one of the main areas for the meridional exchanges between the Southern Ocean (SO) and
sub-tropical water masses. This region is characterized by a deep bottom that is bounded by a very
steep continental slope. In the middle of the basin (~45°S, 45°W) the Zapiola Rise (ZR) is an important
topographic feature that drives a strong counterclockwise circulation, the so-called Zapiola Anticyclone
(ZA). The position of the AB, along with its morphological features, makes the local dynamics rather
complex and of great interest in climate. This region is, in fact, characterized by a strong eddy activity,
mostly due to the convergence and mixing of the Malvinas Current from the Antarctic Circumpolar
Current (ACC) with the relatively warmer Brazil Current from the north. In this context, the ZA is
likely to regulate the distribution of the eddy field, thus playing a central role in meridional heat

exchanges (Fig. 1).

Fig. 1: Sketch of the citculation in the western South Atlantic. The ACC dominates the southern part of the basin,
splitting into two major fronts, the Polar Front and the Subantarctic Front. Part of this water turns north forming
the Malvinas Current. From the North, the Brazil Current flows southward along the continental shelf, colliding
with the Malvinas Current at around 39°S, where it creates the very energetic and turbulent region known as the
Malvinas-Brazil Current Confluence.

Recent observations have shown a relevant variability associated with the ZA. Fu et al. [1] found a
counterclockwise rotating wave around the ZR with a period close to 25 days. Such a high-frequency
variability has been interpreted as a barotropic topographic Rossby mode associated with the basin
geometry [2-4]. At lower frequencies, by using satellite altimeter data Saraceno et al. [5] documented
for the first time a clear low-frequency variability of the circulation in the AB associated with the
acceleration or deceleration of the main anticyclonic flow. Moreover, indications for a possible collapse

of the ZA also emerged both from obsetvations and model studies [6].
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In this context, Sgubin et al. [7] investigated the role of the intrinsic variability in the AB circulation
through an eddy-permitting process-oriented model study, stressing its potential connection with the
dynamics of the ACC. By following an approach similar to previous studies of the intrinsic variability of
the ACC [8], the Pacific/Atlantic sector of the SO is considered (Fig. 2), in which petiodic boundary
conditions on the East/West edges of a rectangular channel are imposed. The primitive equation
Princeton Ocean Model has been used: its sigma-coordinate vertical discretization makes its

implementation ideal in the presence of complex bottom topography.

Fig. 2. Domain of integration and bottom topography adopted in [7].

In order to identify intrinsic variability, steady surface heat and momentum fluxes have been imposed.
In addition, sensitivity experiments have been performed by varying the initial background stratification
and the topographic smoothing. The wind stress and initial temperature profiles used in the reference

simulation are shown in Fig. 3.

Fig. 3. Left panel: steady zonal wind stress profile used to force the model. Right panel: initial stratifications used
in the reference simulation (red/blue line: temperature profile at the northernmost/southernmost latitude). From

[7].
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Realistic circulation patterns are obtained for the Pacific/Atlantic sector of the SO (Fig. 4). Good
agreement with observations in terms of a realistic position of the main ACC fronts, along with a zonal
transport across the Drake Passage (of around 120 Sv) are found. The major topographic features play

a central role in the dynamical balance of the ACC through the bottom form drag. Moreover, the

Fig. 4: Snapshots of the vertically averaged velocity (upper panel) and sea surface temperature (lower panel) for
the reference simulation. From [ 7].

particular background stratification prevents total topographic steering.

Maps of the variance computed for different frequency ranges clearly show both high and low-
frequency variability, which are significant in the AB, particularly in its southern part over the ZR (Fig.
5a), where the Subantarctic Front is located. The long term variability yields a low-frequency bimodal

behaviour connecting two distinct regimes of very different character (Fig. 5b).
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Fig. 5: Map of the logarithm of the SSH variance (a) and SSH time series (in m) in point P=(47°S, 45°E) (b) for

the reference simulation (the red points refer to the snapshots shown in Fig. 6). From [7]. The window shown in
(a) is evidenced in the yellow box in Fig. 2.

By selecting a limited period in the time integration, during which the system switches from one regime
to the other, it is possible to investigate qualitatively the leading mechanism of the process. The abrupt
transition is associated with fluctuations of the flow along the southern part of the AB. This can be
identified with the Subantarctic Front, which, due to intrinsic mechanisms, tends to wvacillate

meridionally, triggering different responses in the AB circulation and, occasionally, the collapse of the

ZA (Fig. 6). This behaviour is in basic agreement with altimeter data [5].
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Fig. 6: Snapshots of the streamfunction obtained from 3-month averaged data showing the switch from one
regime to the other for the reference simulation (see Fig. 5b for the 6 time instants; the window is evidenced in the

yellow box in Fig. 2). From [7].

Several numerical experiments performed by varying the background stratification and topographic
smoothing evidence a remarkable sensitivity of the model results. As far as the topography is
concerned, the sigma-coordinate vertical discretization is ideal when dealing with flows that interact
strongly with topography; however, the pressure gradient error typical of such discretization makes the
treatment of bathymetry rather delicate, so in the presence of steep topography an accurate smoothing
is needed to reduce such spurious errors. A smoothing method is therefore applied following Barnier et
al. [9]. The bimodal behavior is found to be more pronounced (and more realistic) when the ZR

features are better retained; in the reference simulation the ZR is well represented.

Finally, the modelled high-frequency variability is characterized by an anticyclonic wave around the ZR,
which is interpreted in terms of topographic Rossby normal modes. Such a propagating anomaly has
periods in good agreement with observations, and is found to be connected to the lower frequency

intrinsic variability described above.

In conclusion, an eddy-permitting sigma-coordinate model for the circulation in the Pacific/Atlantic

sector of the SO has been presented. The analysis of the intrinsic variability has evidenced its
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dependence upon background stratification and bottom topography. Both high and low-frequency
variability could be identified in the AB over the ZR. The low-frequency variability yields two distinct
regimes with very different variances. In particular, a more variable regime is associated with
fluctuations of the position of the Subantarctic Front, which, in some cases, leads to the collapse of the
ZA. These results show the important role played by the ACC variability in the dynamics of the AB,

providing an interpretation for the observed occasional collapse of the ZA.
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Abstract

Water vapour is one of the main greenhouse gases of the atmosphere important in weather and climate
processes. In the last decade the use of ground-based Global Navigation Satellite System (GNSS)
receivers has been developed as an all-weather and low-cost remote sensing system of the atmosphere
as compared to conventional techniques such as satellite radiometer sounding, ground-based

microwave radiometer and radiosondes.

For more than a decade, the Centro di Geodesia Spaziale (CGS) of the Agenzia Spaziale Italiana (ASI)
has supported ground-based GNSS meteorology in Europe participating in various projects such as
MAGIC, COST-716, TOUGH, E-GVAP (phase I, II and III), COST Action ES1206 providing Zenith
Tropospheric path Delays (ZTD) derived from a European network of GNSS stations covering mainly
the central Mediterranean area. Working in close cooperation with the meteorological community,
GNSS data are analyzed in order to provide ZTD with different latencies ranging from post-
processing, useful for climate studies, to near-real time, for houtly assimilation into Numerical Weather
Prediction (NWP) model. However advancements in NWP models (such as the Met Office UKV
1.5km model) with rapid update cycles require observations with improved timeliness and with greater
spatial and temporal resolution than is currently available. To fulfil this requirement a sub-hourly
Precise Point Positioning (PPP) processing has been set-up, thanks to the availability of the IGS
(International GNSS Setvice) Real Time orbit and clock cotrections (http://rts.igs.org).

Moreover ZTD estimates are the input data for developing Integrated Water Vapour (IWV) maps
which can be useful for nowcasting and severe weather monitoring since they let forecasters to follow
IWV time evolution. The existence of more than 15 years of observations from permanent GNSS
stations worldwide together with the reprocessing effort in the IGS and EUREF framework will

provide an homogeneous database for monitoring trends and variability in atmospheric water vapour.

We present an overview of the developed products and services; the new directions in support of
climate monitoring, NWP applications and the nowcasting and forecasting of severe weather events
that emerge within E-GVAP phase III and the EU COST Action ES1206 “Advanced Global
Navigation Satellite Systems tropospheric products for monitoring Severe Weather Events and
Climate” (GNSS4SWEC).

Keywords: GINSS Meteorology, Climate, Zenith Tropospheric Delays, Integrated Water 1 apour Numerical Weather
Prediction Models
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1. BACKGROUND

For more than a decade, ASI/CGS has supported ground-based GNSS meteorology in Europe by
participating in various projects such as MAGIC, COST-716, TOUGH, E-GVAP (phase I II and III),
COST Action ES1206 and providing Zenith Tropospheric path Delays derived from a European
network of GNSS stations covering mainly the central Mediterranean area. Working in close
cooperation with the meteorological community, GNSS data are analyzed in order to provide ZTD’s
with different latencies ranging from post-processing, useful for climate studies, to near-real time, for
houtly assimilation into Numerical Weather Prediction models. The analysis is carried out by using
GPS-Inferred Positioning System and Orbit Analysis Simulation Software (GIPSY-OASIS 1II) package
[3]. However, advancements in NWP models with rapid update cycles require observations with
improved timeliness and with greater spatial and temporal resolution than those currently available. To
fulfill this requirement, a sub-hourly PPP processing has been set-up thanks to the availability of the

IGS RT orbits and clock corrections.

2. USE OF GNSS ZTD IN WEATHER PREDICTIONS: THE E-GVAP PROJECT

E-GVAP (http://egvap.dmi.dk) was set up, in April 2005, to provide its EUMETNET members with

European GNSS delay and water vapour estimates for operational meteorology in Near Real-Time
(NRT).

The NRT GNSS delay data contain information about the amount of water vapour above the GNSS
sites. Water vapour plays a key role in some of the most important weather phenomena: it is related to
precipitation, but also provides about half the energy to the atmosphere (via latent heat release),
contributing to atmospheric dynamics, and it is the dominant greenhouse gas. There is a big lack of
humidity observations in the meteorological observing system, usage of ground based GNSS data is
one means by which to improve on this. The vast majority of high quality permanent GNSS sites are
installed for positioning purposes, by geodetic institutions and private firms. To them the atmospheric
delay is a noise term. The core of E-GVAP is a close collaboration between geodesy and meteorology.
Raw data from GNSS sites are collected by a number (more than 10) GNSS analysis centres, which
process the data to estimate ZTDs (and other parameters). The ZTDs are then forwarded to a data

server, for distribution to meteorological institutes, and for quality control and verification. E-GVAP
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contributes meteorological data, that can be used to validation GNSS delay estimation, and to improve
GNSS positioning in the future.

Presently, the E-GVAP network consists of more than 18500 GNSS sites. Mainly in Europe, but
recently processing and distribution of global GNSS data has started, since many E-GVAP members
run global NWP models. For the same reason E-GVAP welcomes collaboration with both European
and non European institutions, in order to densify the GNSS meteorological observing network.

Usage of ground based GNSS delay data in NWP has proven to improve forecast skill.

3. GNSS-Met PRODUCTS AT ASI/CGS

Z'TD solutions with different latency and accuracy are routinely produced at ASI/CGS, using GNSS

data from a ground based network in the Mediterranean area, and delivered:

i ASIP: Post-Processing solution, for climate studies, 2 week latency;

. ASI_ houtly update, for NWP model, 90min nominal latency;

. ASIC: E-GVAP combined solution [2], hourly update, 2.5 hour latency;

. ASIS: sub-hourly update (15min), for rapid-update high-resolution NWP models and

nowcasting tools.

Fig. 1 Ground based GPS networks: a) ASIP postprocessed network, b) ASI_ E-GVAP network, c) ASIC
combined E-GVAP network.

Besides those products, ASI/CGS has been submitting a postprocessed tropospheric solution to
EUREF since 2001 and is partaking to the EPN Repro activities delivering an homogeneous ZTD time
series for all the EPN stations covering the period 1996-2012. Such ZTD time series will be a GNSS

database for climate monitoring over Europe.
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ASIP ASI_ ASIS
Software / Mode GIPSY/ PPP GIPSY/ Net GIPSY/ PPP
Central i
Network Coverage Mediterranean Central Maertil;erranean Europe
area
# Stations approx. 250 approx.200 E-GVAP Super Sites
Orbits, clocks and EOPs JPL Final IGS UR IGS RT
Sat. & Ric. Antenna Model IGS08.ATX IGS08.ATX IGS08.ATX
Tropo. Model GPT/GMF exp/NIELL GPT/GMF
Oceal Tide Loading FES2004 FES2004 FES2004
Elev. Angle Cutoff 7deg 7deg 7deg
- RT converted to
RINEX Type daily hourly RNX via BNC
Sliding window 24h 4h, 1h moving forward 24k; 25main moving
forward
Estimated trop. param. ZTD+Grad ZTD+Grad ZTD+Grad
Ambiguity Resolution Fixed Float Float

Table 1: Main processing options used in the different ASI/CGS contributions to GNSS meteorology. For more
details see [3] and [4]

The postprocessing GNSS data reduction (ASIP) is performed on a daily basis, in a fully automatic
way, with 2-week latency. The analysis is carried out by using GIPSY-OASIS II package and precise
point positioning approach [4], and fixing Jet Propulsion Laboratory (JPL) fiducial-free satellite orbits,
clocks and earth orientation parameters. ZTDs estimated with a sampling rate of 5 min are averaged
over 15 min and converted into a standard meteorological data format. The main goal of the
postprocessed solution is to provide both ZTD estimates for climate applications and station
coordinates, which will be fixed, in the meteorological solutions when enough accuracy is reached. The
accuracy of ASIP solution, using the most updated ancillary products and the most complete set of
GNSS data, has been assessed during the decadal participation to the GNSS Meteorology projects:
cross-comparison with radiosonde and independent measurements (e.g. VLBI ZTD) and consequent
parameter fine-tuning in the GNSS processing have been continuously performed to obtain a reference
product of the highest accuracy able to support climatology studies [1].

The existence of more than 15 years of observations from permanent GNSS stations worldwide
together with reprocessing effort in the IGS and EUREF framework will provide an homogeneous
database for monitoring trends and variability in atmospheric water vapour. See for example ZTD time

series of PPP solution and RS for CAGL station in the sub-period Jan 2008 — May 2013 (

Fig. 2).
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Fig. 2: ZTD time series of PPP solutions (blu) and RS (red) for GAGL station for period Jan2008-May2013

To produce Near Real Time solution, GIPSY-OASIS II software is used for data reduction with a
standard technique of network adjustment. The combination of Near Real Time ZTD, instead, is a
good tool for detecting problems in data processing and providing a reliable quality indicator for each
contributing solution. The accuracy of ASI_ (Near Real Time) and ASIC (Combined Near Real Time)
solutions, products designed for weather prediction applications requiring low latency, has been
assessed comparing the estimated ZTD values w.r.t. radiosonde data for 4-y period (July 2008-July
2012), Fig. 3.

The combined product compares batter than the individual solution ASI_ upon which the combination

is based [2].

Fig. 3: ASI_ (left) and ASIC (right) comparisons w.r.t. radiosonde data
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Sub-hourly PPP solutions are based on IGS Real Time products, available through the IGS Real-Time

Service (RTS, http://rts.igs.org), and on observations streamed in RT from various NTRIP

broadcasters properly converted into RINEX format.
Sub-hourly PPP solutions are assessed against IGS tropospheric solutions (Fig. 4). In the considered
period, the overall bias and std are respectively at Imm and 5mm level. Outliers occur at the same time

stamps for all the stations, indicating a potential problem in the RT products used.

Fig. 4: ZTD time series (top) and related sigmas (bottom) of Sub-hourly PPP solutions (red) and IGS
troposolution (green) for BRST and YEBE for the period February, 08-14, 2013
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4. EUROPEAN INTEGRATED WATER VAPOUR FIELD

The GPS-ZTD NRT data stream is used to create a IWV field over Europe, which can be shown as

animated time sequences, enabling the forecasters to see IWV time evolution.

2013/03/05 12:00:00 ASI/CGS

114 —
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Fig. 5: IWV field Available at http://geodaf.mt.asi.it/ad_ATM_IWV_pub.php

5. FUTURE DIRECTION

ASI/CGS GNSS-Met activities in support of NWP applications, nowcasting and forecasting of severe
weather events and climate monitoring will continue in the framework of E-GVAP phase III and of
the EU COST Action ES1206 “Advanced Global Navigation Satellite Systems tropospheric products
for monitoring Severe Weather Events and Climate” (GNSS4SWEC).
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Abstract

Observations of aerosol and clouds are of crucial importance to understand the weather-climate
system. In this work, two examples of the studies related to aerosol - water vapor - clouds interaction
carried out at CNR-IMAA Atmospheric Observatory (CIAO), in Potenza, Italy, are briefly discussed.
CIAO provides quality controlled vertical profiles of aerosol and cloud properties using active and
passive techniques, like multi-wavelength lidar, microwave radiometer and polarimetric radar
measurements performed at CIAO. The first example aims at studying the hygroscopic growth of
aerosols by means of the aerosol humidification factor; the second shows a possible approach to study
the region where droplets are activated below the base of a thin cloud. Both these studies aims at
showing the benefit of the use of ground-based measurements to characterize aerosol - water vapor -

clouds interaction.

Keywords: Aerosol, water vapor, clonds, ground-based remote sensing
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1. INTRODUCTION

The study of the hygroscopic growth of aerosols is challenging because of the variety and complexity of
the aerosol population to be investigated. This is further complicated because of the mixing process
involving different aerosol types. However, several studies have already proven the importance of
aerosol hygroscopic growth on the Earth’s radiative balance. Nevertheless, the existing
parameterizations are still not sufficient to accurately determine the radiative forcing type (positive or

negative).

Aerosol processes are strongly linked to water vapor and cloud feedback mechanisms, that is a crucial
topic for Global Climate Models (GCMs). Despite the importance of these feedback mechanisms, a
comprehensive picture of the impact of water vapor feedback on both externally forced and internally

generated climate variations is lacking.

Long term observations of aerosol and clouds are of crucial importance to understand the weather-
climate system. Space-based measurements allow us to obtain global spatial coverage but ground-based
measurements are necessary for satellite calibration and validation as well as for process study. Ground-
based remote sensing techniques are able to provide quality-controlled vertical profiles of atmospheric
key variables over the long-term and to monitor parameters or processes that, at present, cannot be
studied from space observations. For example, the study of the interactions between aerosol properties
and tropospheric water vapor [1] or the study of droplet activation in thin liquid water cloud [2],

relevant for both weather and climate studies, are challenging for satellite passive sensors.

2. RESULTS

In this section, two examples of the studies currently carried out at CIAO (the CNR-IMAA
Atmospheric Observatory located in Tito Scalo, Potenza, Southern Italy, on the Apennine mountains
(40.60 N, 15.72 E, 760ma.s.l.) for the characterization of aerosol - water vapor - clouds interaction are

reported.

The first example shows the behavior of the aerosol humidification factor f(RH) during a Saharan dust
outbreak over the Mediterranean basin observed at CIAO on 28/05/2008. Though Saharan dusts have
a mineral origin, many papers in literature have already described their potential hygroscopic power [3].

In Figure 1 (left panel), the 1064 nm aerosol backscattering coefficient time series observed from 19:19
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to 21:30 UTC on 28/05/2008 are reported. These products are obtained with PEARL (Potenza
EArlinet Raman Lidar) advanced Raman lidar. The vertical resolution of the 1064 nm aerosol
backscattering coefficient is 60 m with a temporal resolution of 10 minutes. In Figure 1 (right panel),
the humidification factor f(RH) calculated in terms of the aerosol optical depth is also reported for the
layer observed between 3 and 4 km a.g.l. in the period from 19:17 UTC to 21:45 UTC the plot shows
that the relative humidity increases from about 22 % to 42 % when the aerosol optical depth increases

from 0.09 to 0.12.

The estimation of f(RH) over two years of CIAO data is ongoing. This will allow us to better

understand the nucleation mechanisms occurring in the region close to cloud base.

Fig. 1: (left panel) 1064 nm aerosol backscattering coefficient time series observed from 19:19 to 21:30 UTC on 28/05/2008
obtained with PEARL advanced Raman lidar; (right panel) humidification factor f(RH) calculated in terms of the aerosol
optical depth related to the layer observed between 3 and 4 km a.g.l. from 19:17 UTC to 21:45 UTC.

At CIAO, an attempt to assess the behavior of thin clouds properties is also ongoing. Particular
attention has been devoted to optically thin broken stratocumulus, where it is possible to investigate

droplet activation.

Aerosol particles may be activated into droplets when in a rising air mass super-saturation conditions
are reached. Cloud droplet activation is a highly complex and nonlinear process: only a fraction of

particles can grow beyond the critical sizes to form droplets, depending on several factors [4].

From the ground-based remote sensing point of view the possibility of investigating this process is

related to the capability of instruments to provide accurate estimation of aerosol and clouds properties.
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Thin clouds are a good target for the study these processes. Measurements performed with the MUIti-
wavelength System for Aerosol (MUSA), operative at CIAO [5], on 4 August 2011 from 19:22 to 21:15
UTC show the presence of broken clouds between 3 km and 4 km of altitude above sea level (a.s.l.).
The presence of broken clouds gives us the opportunity to calculate the vertical profiles of aerosol
optical properties in two different ways: “with clouds”, by averaging all lidar signals and “without
clouds” by skipping profiles showing the presence of clouds. Fig. 2 shows the vertical profiles of
aerosol extinction coefficient at 532 nm with clouds (red line) and without clouds (black line),
integrated over 17 minutes, from 19:33 to 19:50 UT (left panel) and over 99 minutes, from 19:33 to
21:16 UTC. The extinction profiles with and without clouds are overlapped up to an altitude of about
3.2 km a.s.l. In this region, aerosol particles do not nucleate. In the region above, the red profile (with
clouds) rises significantly compared to the black one (without clouds) due to the formation of droplets.
Therefore, the layer above 3.2 km up to 4.5 km a.s.]. may be considered as the region where aerosol
particles are activated. These results seem to be confirmed by simultaneous and co-located water vapor
profiles retrieved without clouds and with clouds using the Raman technique (not shown here). The
discussed example shows how thin liquid water broken clouds allows us to identify the region where
aerosol particles are activated and to correlate their properties with the atmospheric thermodynamic

variables.

Fig. 2: (left panel) Vertical profiles of aerosol extinction coefficient at 532 nm with clouds (red line) and without clouds (black line)
integrated over a time window of about 17 minutes, from 19:33 to 19:50 UTC. The black line indicates the processing over 17 minutes
but skipping clouds: 17 files - 5 skipped files = 12 cloud free files. Both the profiles have a vertical resolution of 780m. (right panel)
Vertical profiles of aerosol extinction coefficient at 532 nm with clouds (red line) and without clouds (black line) integrated over a
time window of about 99 minutes, from 19:33 to 21:16 UT. The black line indicates the processing over 99 minutes but skipping
clouds: 99 files - 40 skipped files = 59 cloud free files. Both the profiles have a vertical resolution of 660m.
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Abstract

Climate change is for a large part governed by atmospheric processes, in particular the interaction
between radiation and atmospheric components (e.g. aerosols, clouds, greenhouse and trace gases).
Some of these components are also those with adverse health effects influencing air quality.
Strengthening the ground-based component of the Earth Observing System for these key atmospheric
variables has been unambiguously asserted in the IPCC Fourth Assessment Report and Thematic
Strategy on air pollution of the EU. However, a coordinated research infrastructure for these

observations is presently lacking.

ACTRIS (Aerosols, Clouds and Trace gases Research InfraStructure Network) aims to fill this
observational gap through the coordination of European ground-based network of stations equipped

with advanced atmospheric probing instrumentation for aerosols, clouds and short-lived trace gases.

ACTRIS is a coordinated network that contributes: to provide long-term observational data relevant to
climate and air quality research produced with standardized or comparable procedures; to support
trans-national access to large infrastructures strengthening collaboration in and outside the EU and
access to high quality information and services to the user communities; to develop new integration
tools to fully exploit the use of atmospheric techniques at ground-based stations, in particular for the
calibration/validation/integration of satellite sensors and for the improvement of global and regional-
scale climate and air quality models. ACTRIS supports training of new users in particular young
scientists in the field of atmospheric observations and promotes development of new technologies for
atmospheric observation of aerosols, clouds and trace gases through close partnership with EU SMEs
(Small and Medium Enterprises). ACTRIS will have the essential role to support integrated research
actions in Europe for building the scientific knowledge required to support policy issues on air quality

and climate change. Keywords: Aerosol, clonds, trace gases, climate, observations
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ACTRIS (Aerosols, Clouds and Trace gases Research InfraStructure Network) is an outstanding

research infrastructure launched in 2011 and will, for the first time, provide coordinated observations

of the major atmospheric variables.

ACTRIS aims at integrating European ground-based stations equipped with advanced atmospheric

probing instrumentation for aerosols, clouds and short-lived gas-phase species (Figure 1). ACTRIS will

have the essential role to support building of new knowledge as well as policy issues on climate change,

air quality and long-range transport of pollutants.

The main objectives of ACTRIS are:

To provide long-term observational data relevant to climate and air quality research on the regional

scale produced with standardized or comparable procedures throughout the network.

To provide a coordinated framework to support trans-national access to large infrastructures
(Figure 2) strengthening high-quality collaboration in and outside the EU and access to high-quality
information and services for the user communities (research, environmental protection agencies,

etc.).

To develop new integration tools to fully exploit the use of multiple atmospheric techniques at
ground-based stations, in particular for the calibration/validation/integration of satellite sensors
and for the improvement of the parameterizations used in global and regional-scale climate and air

quality models.

To enhance training of new scientists and new users in particular students, young scientists, and
scientists from eastern European and non-EU developing countries in the field of atmospheric

observation.

To promote development of new technologies for atmospheric observation of aerosols, clouds and

trace gases through close partnership with EU SMEs.
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Fig. 1: Map of measurement sites contributing to ACTRIS

Fig. 2: ACTRIS sites offering Transnational Access

A key for ACTRIS success is to build a new research infrastructure on the basis of a consortium joining
existing networks/observatories that ate already providing consistent datasets of observations and that

are performed using state-of-the-art measurement technology and data processing,.

In particular the ACTRIS consortium merges two existing research infrastructures funded by the

European Commission under FP6: EUSAAR (European Supersites for Atmospheric Aerosol
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Research) and EARLINET (European Aerosol Research Lidar Network). ACTRIS also includes the
distributed infrastructure on aerosol — cloud interaction existing from a previous EU Research project
CLOUDNET and by grouping the existing EU ground-based monitoring capacity for short-lived trace
gases which is, at present, not coordinated at any level, besides EMEP (European Monitoring and
Evaluation Programme) and GAW (Global Atmosphere Watch) caring for a few specific compounds.
Therefore, ACTRIS represents an unprecedented effort towards integration of a distributed network of
ground-based stations, covering most climatic regions of Europe, and responding to a strong demand
from the atmospheric research community. ACTRIS will be a step towards better integration of
aerosol, cloud and trace gases communities in Europe necessary to match the integration of high-
quality long-term observations of aerosol, clouds and short-lived gas-phase species and for assessing
their impact on climate and environment. ACTRIS outcomes will be used for supporting decisions in a
wide range of policy areas, including air quality but also health, international protocols and research

requirements.

ACTRIS is organized in WPs (Work Packages) implemented as Networking Activities, Transnational

Access and Service Activities, and Joint Research Activities as reported in Figure 3.

Fig. 3: Interdependence of activities and tasks within ACTRIS
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The data provision structure in ACTRIS involves four networking activities (NAs) that will feed the

data centre:

WP2: Remote sensing of vertical aerosol distribution

WP3: In-situ chemical, physical and optical properties of aerosols

WP4: Trace gases networking: Volatile organic carbon and nitrogen oxides
WP5: Clouds and aerosol quality-controlled observations

These networking activities are completed by a fifth networking activity aimed at integrating
information from WP2-5 into a higher level of products required by users in the modelling and
satellite-validation communities: WPG6: Integration, outreach, and sustainability. This activity can be

considered as the core of the research infrastructure, aiming at:

— technological and conceptual integration of the quality assured products delivered in the frame of

the other networking activities,
— dialogue with end-users and dissemination of results,

— sustainability and development of a pan-European long-term monitoring network.

The activities of the research infrastructure will be oriented to a rigorous quality assurance program
addressing both instruments and evaluation algorithms, and a standardized data exchange format.
ACTRIS will also found and strongly sustain effective partnership between users and data providers
and will pursue innovative initiatives to address the need of users. Moreover, standardization of
procedures for the different measurement techniques and best practices across all stations and all
European climatic regimes are paramount to facilitate the coordinated expansion of the network in a

sustainable and efficient way.

Transnational access activities and service activities will enable users to conduct high-quality research

by:

- Offering access to infrastructures with an excellent combination of instruments and expertise. This
gives the opportunity to perform experiments using the state-of-art equipment in atmospheric research

which could be used for measurement campaigns or instrument tests (WP7-17: Trans-National Access).
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- Training a new generation of scientists. ACTRIS activities are aimed at enhancing the accessibility to
the observatories and the exploitation of technical resources and knowledge. This is organized through

WPG6 and WP7-17.

- Offering to the whole scientific community the use of a unique sun photometer calibration facility
currently operational in the frame of PHOTONS/AERONET. This is petformed in WP18:
AERONET-EUROPE Calibration Service.

- Enhancing access to information on advanced aerosols, clouds and trace gases high-quality data in
Europe through a Service Activity (WP19: The ACTRIS Service Centre: Access to observations and
service products of the infrastructure). The data centre integrates measurement data from the ACTRIS
infrastructure and other highly relevant networks. In addition to free access to atmospheric high-quality
data, the data centre will provide tools and applications for end users to facilitate the use of all
measurements for broad user communities, offer a direct interface towards external users (e.g., MACC,
GMES in-situ), and take into account the principles outlined in SEIS, INSPIRE, WIS and GEOSS [1,
2].

Joint research activities are:

WP20: Lidar and sunphotometer — Improved instruments, integrated observations
and combined algorithms

WP21: Comprehensive gas phase and aerosol chemistry

WP22: A framework for cloud-aerosol interaction studies

These joint research activities are intended to support and promote the ACTRIS infrastructure by
taking advantage of the synergistic effects of coordinating different observation capabilities. WP20 and
WP22 address novel techniques and algorithms using a multi-sensor approach to improve observation
performances and define new data products. WP21 focuses on investigating technological and
methodological aspects of simultaneously networking real-time chemical composition of aerosols and
trace gases. These JRAs are topically connected with networking activities and in cooperation with WP6

to ensure their results are assimilated for the whole ACTRIS infrastructure benefit.

At international level ACTRIS operates in strong cooperation with the Global Atmospheric Watch

Program of the WMO, the ARM Climate Research Program [3] and all the relevant research networks
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as (.e. AERONET, GALION, NDACC, etc.) [4-5] for the establishment of the ground-based

component of the Global Earth Observation System of Systems.
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Abstract

Our research group investigated the capabilities of space-borne thermal infrared sounding to provide
the accurate measurements of CO, distribution that are necessary to better constrain the inversion
model of CO, surface fluxes and thus improve our knowledge of natural and anthropogenic sources
and sinks of carbon dioxide. The study consisted in the implementation of a new wide band and multi-
target inversion code for the retrieval of carbon dioxide total column from IASI/ MetOp-A
measurements and in the application of the code, named KLIMA, to the analysis of IASI data from the
period March 2010 - February 2011. The KLIMA-IASI XCO, retrieved values were subsequently
compared with the operational XCO, products of the GOSAT mission retrieved from the SWIR
measurements of the TANSO-FTS instrument.

The paper reports the major steps of the research activities conducted for the KLIMA-IASI study and
describes the main outcome from the various phases of development of the retrieval code, processing
of the IASI radiances and comparison of the retrieved XCO, values with corresponding products from
the operational analysis of IASI by EUMETSAT and from TANSO-FTIS on-board the GOSAT
mission.

Future perspective are discussed in the conclusions for improvements of the KLLIMA-IASI retrieval
code and for further applications including exploitation of potential synergies between independent and
complementary measurements of carbon dioxide in different spectral regions or using passive and

active techniques.

Keywords: Carbon dioxide, climate forcing, space-borne remote sensing, atmospheric radiative transfer modelling
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1. INTRODUCTION

Carbon dioxide is the most important radiative forcing agent among the long-lived greenhouse gases

of the terrestrial atmosphere whose increasing concentration is the first driver of climate change [1].

Both natural and anthropogenic processes are responsible for carbon dioxide release into and uptake
from the atmosphere, but the growing proportion of human activities since the end of the 18" century
shifted the difference between sources and sinks of atmospheric carbon dioxide toward positive values.
In the last two centuries, CO, concentrations have risen from the pre-industrial value of 280 ppm to
the current level already exceeding 390 ppm [2]. Man-made emissions of carbon dioxide - mostly
caused by burning of fossil fuel, cement manufacturing, deforestation and land use changes —
established a trend of increasing values for the annual growth rate of atmospheric CO, [3], [4]. Also due
to the weakening of the ocean sink from approximately 32% of anthropogenic emissions in 1960 to the

current level of about 26% [5], this rate is now about 2 ppm/year [0].

The combined and integrated policies of adaptation and mitigation measures aimed at addressing the
impact of climate change are tightly linked to the need for accurate knowledge of sources and sinks of
atmospheric carbon dioxide by inverse modeling of atmospheric transport based on observations of
CO, distribution on a regional to continental scale. This, in turn, requires the availability of
measurements of CO, concentration with adequate spatial and temporal coverage provided by ground-

based networks and, to a growing extent, by space-borne missions.

In principle, satellite observations of the global distribution of carbon dioxide in the terrestrial
atmosphere can be obtained using either active or passive techniques, but at present the only space-
borne payload in operation for CO, measurements is the one launched in January 2009 on the Japanese
mission GOSAT (Greenhouse Gas Observing Satellite). The GOSAT platform embarks the TANSO
(Thermal And Near infrared Sensor for carbon Observation) instrument, consisting of two
components: a Fourier Transform Spectrometer (TANSO-FTS) and a Cloud and Aerosol Imager
(TANSO-CAI). The TANSO-FTS instrument is a passive sounder with capability to observe the total
amount and vertical distribution of atmospheric carbon dioxide in nadir viewing geometry, using either
CO, absorption bands in reflected sunlight at Near Infrared (NIR) wavelengths (1.6 mm and 2.0 mm)
or CO, emission bands in the Thermal Infrared (TIR) spectral region (4 mm and 15 mm). Reflected
infrared measurements provide, in general, the best outcome for observation of CO, surface fluxes, due

to their sensitivity to the lowermost layers of the atmosphere and to the fact that they are less affected
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by temperature and water vapor interferences. Measurements in the TIR, with their best sensitivity to
the mid-upper troposphere, do not penetrate the lower altitudes down to the surface, but provide a
wider coverage, as they can be performed over water, without depending on the sun glint, and both at

day and at night.

A new space-borne instrument, dedicated to monitoring of carbon dioxide in the NIR, the Orbiting
Carbon Observatory (OCO-2), is planned to be launched in July 2014, whilst various satellite missions
currently in orbit operate thermal infrared sounders that can provide data for the retrieval of CO, total
column and vertical profile. These include AIRS (Atmospheric InfraRed Sounder) [7] and TES
(Tropospheric Emission Spectrometer) [8] on the AURA mission and IASI (Infrared Atmospheric
Sounding Interferometer) [9] on the MetOp satellite series. Active CO, remote sensing from space,
based on the use of lidar systems, has been considered by ESA with the studies for the A-SCOPE
(Advanced Space Carbon and Climate Observation of Planet Earth) mission [10] and by NASA that
has planned the launch of ASCENDS (Active Sensing of CO, Emissions over Nights, Days and
Seasons) [11] within 2016. Hungershoefer et al. [12] conducted a comparative evaluation of different
observing systems for the global monitoring of CO, surface fluxes from space (AIRS, SCIAMACHY,
GOSAT, OCO, A-SCOPE) and from ground-based networks, showing the potential of active
instruments like A-SCOPE to provide the best information content of the satellite systems considered

in the study

In this context, our research group at IFAC-CNR investigated the capabilities of thermal infrared nadir
sounding to retrieve accurate information on the total column-averaged dry-air mole fractions of
carbon dioxide (XCO,), relying on the competence and expertise of the team in development and
application of atmospheric radiative transfer models and inversion methods. We conducted a dedicated
study, focusing on the adaptation and optimization of the KLIMA (Kyoto protocol Informed
Management of the Adaptation) line-by-line radiative transfer algorithm into a non-operational retrieval
code for inverse processing of IASI/MetOp-A radiances and for the retrieval of XCO, total column.
The KLIMA-IASI retrieval code, integrated into the ESA-ESRIN Grid-Processing On-Demand
system, was applied to bulk processing of a sub-set of IASI data in the year March 2010 — February
2011. We compared the XCO, retrieved values to the operational products of TANSO-FTS SWIR

measurements from the GOSAT mission for the purpose of cross-validation.
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In this paper, we report the activities conducted for the implementation of the retrieval tools and for
the analysis of IASI data (Section 4); and we describe the main outcomes derived from the comparison
between KLIMA-TIASI and TANSO-FTS/GOSAT products (Section 5). In Section 6, as part of our
conclusions, we briefly describe the perspectives for further development and application of the
KLIMA inversion code and for the potential exploitation of the synergy between independent and

complementary measurements of carbon dioxide concentration.

2. CARBON DIOXIDE RETRIEVAL FROM IASI RADIANCES USING THE KLIMA
INVERSION CODE

The KLIMA-IASI project was carried out by IFAC-CNR with the contribution of IUP, University of
Bremen, and supported by ESA-ESRIN under contract n. 21612/08/I-OL. The activities conducted by
the IFAC-CNR team aimed to the adaptation and optimization of the KLIMA algorithm to the
retrieval of carbon dioxide vertical distribution and columnar values from thermal infrared spectral

radiances observed by the IASI spectrometer, on-board the MetOp-A satellite, and to the integration of
this retrieval algorithm into the ESA Grid Processing On-Demand (G-POD).

For the retrieval, we used the KLIMA code, obtained by upgrading the algorithm employed for the
analysis of REFIR-PAD (Radiation Explorer in the Far InfraRed-Prototype for Applications and
Development) measurements [13], adapted in turn from the MARC (Millimetre-Wave Atmospheric
Retrieval Code) code developed for the MARSHALS (Millimetre-wave Airborne Receiver for
Spectroscopic CHaracterization of Atmospheric Limb-Sounding) study [14]. The KLIMA retrieval
process, which performs an innovative wide band and multi-target analysis, was used in this study. The
combination of these two features makes it possible to exploit for the retrieval all the measured spectral
channels and to calculate, in a rigorous way, a retrieval error that also accounts for the errors of

interfering parameters.

The forward model calculations of the KLIMA code was validated by comparing its synthetic spectra
calculations with those of the LBLRTM (Line-By-Line Radiative Transfer Model) code [15]. In order to
meet the requirements of the G-POD computing resources, and to operate a bulk processing of IASI
data (program size not exceeding 1 Gbyte and running time aimed at processing with one processor the
IASI central pixels of one orbit in less than one day), the computing time of the code was reduced by

adopting some approximations which provide the best compromise between accuracy and computing
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speed. Unfortunately, also considering the maximum program size requirements, a reduction of the
analysed spectral range had to be adopted (with the choice of fitted spectral range equal to 645 - 800
cm™) and, accordingly, the retrieval error of the performed analysis is about twice the retrieval error
that is theoretically possible with the analysis of the full spectral range. A large number of simulated
retrievals with different spectral noise were performed, in order to verify that the bias caused by the
approximations in the averaged retrieved value of XCO, is smaller than the accuracy requirement of
0.3%. A bias equal to 0.04% was observed in our tests. This bias can be further reduced using the
known spectral errors to determine the Variance Covariance Matrix (VCM) of the forward model and
adding this VCM to that of the spectral noise. However, it was decided not to implement this VCM in
the first analysis and to postpone its use to when a better experimental understanding of the residuals is
obtained. This reduction of the analysed spectral range caused an increasing of the retrieval error,
which is about 6 ppm for a single retrieval. In the analysis performed with G-POD about 36 IASI
measurements are needed to reach the required perfomences of an accuracy better than 0.3% (1 ppm
out of 370 ppm) on regional scales (1000x1000 km?) at monthly intervals (consistent with the required
precision established by [16]. Therefore, considering the very large number of IASI measurements, the
information that has been extracted from IASI using the new code on G-POD is a significant
contribution to CO, studies, but remains a fraction (about one half in accuracy) of what can be

provided by IASI.

A total of 240 000 IASI spectra, covering the period from March 2010 to February 2011, has been
analysed on G-POD computing resources. Selection criteria were adopted that limited the analysis to
the best measurements (clear sky, small slant angles, flat topography) and to a maximum of 20 000
spectra each month. To this purpose, only one week was considered each month and a reduced
number of measurements were selected over the oceans. The number of analysed spectra is about 1%
of the total number of useful spectra. Nevertheless, the collected information is extensive: indeed the
G-POD analysis made possible the acquisition of a large amount of data with good geographical and
time distributions, which provides a very important starting point for the assessment of problems and
capabilities. An example of the attained coverage and quality is given in Figure 1 where the global map
of XCO, averaged over the full year on a grid of 2°X2° pixels is shown. Data (even if not yet validated)
show a geographical variability that can be reasonably ascribed to the dynamic of the carbon cycle
together with some scattered points that seem to be outliers. In the monthly averages, plotted over the

same grid (not shown here), we observe rather uniform fields over the oceans and a large variability
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with time and location over land, even if the monthly variable sampling makes it difficult to identify any
meaningful time variation and the reduced statistics highlights the presence of relatively large errors at

high latitudes.

Fig. 1: Global map of XCO; retrieved from IASI data using the KLIMA code and yearly averaged over a 2°X2°grid

3. COMPARISON

The comparison of the XCO, retrieval performed in the framework of the KLIMA-IASI study with the
other existing measurements is made difficult by the small range of the observed values, which is
comparable with the measurement error of single observations. On the other hand, averages can be
affected by time and space variability that may be present in some locations (especially over land).

A perfect coincidence in time and space exists with respect to data delivered by EUMETSAT together
with the other operational products of IASI. However, these measurements, obtained with the retrieval
method described by [9], are still experimental. We did not succeed in finding any significant correlation
between KLIMA-IASI measurements and EUMETSAT operational products.

The inter-comparison activities of the XCO, total column retrieved from KLIMA-IASI with TANSO-
FTS/GOSAT 12 SWIR Version 2 (V2) product have been performed in the annual range from March
2010 to February 2011 both for land and water observations. The data set of KLIMA and TANSO-
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FTS comparison has a global coverage, but is limited to day observations, because TANSO-FTS does
not measure during night.

We mainly focused on three different comparison strategies:

- the first strategy (or co-located comparison) consists in the comparison of the XCO, total column
retrieved from IASI and TANSO-FTS observations made in contiguous locations in time and space;

- the second strategy (or awveraged comparison) consists in the comparison of the XCO, total column
averaged on a suitable spatial and time interval;

- the third strategy (or seasonal variation comparison) consists in the comparison of the seasonal variations
on macro-areas (Northern/Southern Hemispheres and some restricted latitude bands).

Fig. 2 and Fig. 3 report the results in the case of co-located comparison and the comparison of seasonal
variation over Northern Hemisphere. Fig. 2 shows the distribution of the differences between KLIMA
and TANSO-FTS XCO, V2 products evaluated with a coincidence criterion equal to 100 km. Fig. 3
refers to the comparison of different XCO, season variations from KLIMA-IASI retrieved product

(red points), TANSO-FTS data (blue points) and the EUMETSAT operational product (green points).

Fig. 2: Distribution of the differences between KLIMA and TANSO-FTS XCO; V2 products evaluated with a
coincidence criterion equal to 100 km: case observation on land for the pertiod from March 2010 to February 2011

The distribution of the differences between the two dataset shows a negative 8.18 ppm bias of

KLIMA-IASI. This spread is much larger than the combined retrieval errors of the two experiments.
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Fig. 3: Northern Hemisphere: seasonal variation of the XCO; from March 2010 to February 2011. The average on
the Hemispheres of the XCO; retrieved by KLIMA-IASI (red points) is compared with the Hemisphere average of
TANSO-FTS SWIR XCO: products (blue points) and with the seasonal variation of EUMETSAT operational
product (green points)

For what concerns the comparison of seasonal trends, we can conclude that there is no evident
correlation between KLIMA and EUMETSAT results, even if obtained from the same dataset. In
absence of reliable information on the real atmosphere, it is difficult to identify the causes of this
inconsistency. However, the larger variability of KILIMA results is often in the direction of the expected
differences and seems to be more realistic than the uniform EUMETSAT results.

Afterwards another comparison between KLIMA-IASI and TANSO-FTS products is done by
calculating yearly averages in some rather homogeneous geographical areas of 10°X10°, over land and
over ocean. An example of the obtained results is shown in Fig. 4 reporting the annual average related
to the selected macro areas obtained from KLIMA-IASI (red) and TANSO-FTS (green). The standard
deviation on the mean is also shown. In the bottom of the figure, we added the number of
observations for each macro area. Over water the observations are statistically poorer, especially in the
case of TANSO-FTS (in some cases the average values are obtained from a few samples and no
TANSO-FTS observations are available in two areas). Despite the small number of samples, the
behavior over water is consistent with what has been observed for co-located analysis: KLIMA values
are significantly lower than TANSO-FTS ones. Apart the South America and over the oceans, the

geographical variations agree with TANSO-FTS.
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Fig. 4: Top: Average XCO: for selected macro areas of 10°x10°. Red points are KLIMA-IASI average XCO; while
green points are TANSO-FTS products. Bottom: Number of observations for each macro a

4. CONCLUSIONS

We have presented the activities of a research study focusing on the retrieval of accurate information
on the distribution of carbon dioxide in the Earth’s atmosphere from observations acquired by the
nadir looking thermal infrared sounder IASI on-board the satellite platform MetOp-A. The main

outcomes of the study include:

- the development of the KLIMA/ G-POD retrieval code, a wide band, multi-target inversion model

capable to retrieve CO, total column from IASI radiances;

- the retrieval of total column-averaged dry-air mole fractions of carbon dioxide from the analysis of

240000 IASI spectra from March 2010 to February 2011.

- the results of the comparison between KLIMA-IASI and GOSAT/TANSO-FIS XCO,
retrieval products. These indicate that in general KLIMA-IASI and TANSO-FTS products are in a
good agreement for land observations, as emerged from the comparison in Northern Hemisphere

dominated by land measurements. Differences between the two products are more evident for
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measurement on sea, as also confirmed by the co-located comparison. In conclusion, KLIMA-IASI
results are quite promising, but further comparisons are necessary for a stringent validation.

Further research work can be envisaged at present for consolidating the outcome of the KLIMA-IASI
data analysis and improving the results of the comparison with XCO, operational products of
EUMETSAT-IASI and of TANSO-FTS/ GOSAT. This is necessaty to meet the original objective of
the study with cross-validation of KLIMA-IASI and TANSO-FTS XCO, measurements.

We also expect to obtain, as a result of the validation effort, an additional improvement in the
performance of the KLIMA inversion model. Using G-POD computing resources and the
collaboration with the G-POD team, the KLIMA code can become a valuable tool also for other
application such as processing the data of the IASI instrument on MetOp-B, or retrieving other
atmospheric traget from IASI observation (e.g. CH, that is one of the primary short-lived climate

forcers).

Finally, by combining the inverse modelling capabilities of KLIMA with innovative algorithms
developed at IFAC-CNR for post-retrieval processing of remote-sounding observations, we plan to
investigate the potential synergy of passive measurements of atmospheric carbon dioxide in the NIR
and TIR spectral regions or, on a longer term, to test the combination of data acquired using active and

passive techniques.
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Abstract

In this work we show the results obtained from the homogenization and the analysis of a climatic time
series (mean temperature and total precipitation) collected in the Southern Italy Apennines
(Montevergine, AV). This climatological time series is one of the oldest of Apennines mountains and
it’s very meaningful for the high altitude region climate study, being located at 1280 m asl (40° 56°N,
14° 43’E). The homogenization of time series is performed using the Standard Normal Homogeneity
Test and its non-parametric version. Precipitation time series is characterized only by a discontinuity,
occurred on 1950, while temperature time series is affected by multiple inhomogeneities, caused by
changing in instruments location, human errors and instruments accuracy degradation. The analysis of
homogenized time series is carried out through Wavelet Analysis, in order to investigate about series
behavior in time-frequency spectrum, and LOWESS smoothing, aiming to highlight the decadal
variability; moreover, we use a linear polynomial model to define trends. The results highlight an
increase in annual mean temperature of 0.5°C/100 years and a dectrease in annual total precipitation of
32%/100 years (-667 mm/100 years). Positive temperature trend is evident on all seasons, except on
autumn, while negative precipitation tendency is particularly sharp on spring. The signals are
characterized by a strong oscillation between 1940 and 1950 on 2-4 years period. The opposite trends
that characterize temperature and precipitation are very steep from mid-1970s up to early 2000s; in this
period the two parameters are strongly anti-correlated, unlike previous decades, in which they show an
unstable coupling. Mediterranean Circulation Index (MCI) captures a large portion of precipitation

variability, while thermal regime is strongly related to Eastern Mediterranean Pattern (EMP).

Keywords: Climate Change, Temperature, Precipitation, Historical time series, High Altitude Climate
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1. INTRODUCTION

In recent years climate change issues have taken high resonance, motivating the scientific community to
carry out multiple research activities in order to understand the complex mechanisms that regulate
atmospheric variability. The Mediterranean area is characterized by a climatic context of great interest,
being affected both by atmospheric dynamics typical of Western Europe and by dynamics typical of
sub-tropical areas [1]. Therefore, it was decided to restore and enhance the acquired records of
Montevergine’s Observatory (AV), located at 1280 m asl (40°56’N, 14°43’E) on the western side of
Campania Apennines. This climatological time series is one of the oldest of Apennines Mountains and
it’s very meaningful for the high-altitude regions climate; moreover, it is very representative of Central
Mediterranean Climate. Montevergine’s Observatory, founded in 1884 at the behest of Padre Francesco
Denza, was treated by the alternation of monks, military and government institutions and actually is
managed by the Benedictine Community of Montevergine’s Abbey. From 1892 to 2007 weather
observations were performed in a screen located outside a north-facing window of the highest floor of
“meteorological tower”, as suggested by Italian Central Office for Meteorology and Climate in 1879.
Instead, from 2008 up to date the meteorological parameters are recorded by an Automatic Weather
Station (AWS), installed on Observatory terrace. As often happens for this type of data, the original
time series was recorded on paper and, consequently, required a huge main time to digitalize it. A sub
data set of Montevergine’s precipitation time series was examined for the first time in a study
concerning the 1884:1987 period [2]. More recently, the seasonal and yearly anomalies and trends in
temperature, total precipitation (rain and melted snow), atmospheric pressure and snowfall for the
1884:1960 period were analyzed in [3], that pointed out a slight positive trend in annual-mean
temperature (+ 0.2 K/50 yeats) and a negative tendency for annual precipitation (- 50 mm/50 yeats).

In this work we focus on the homogenization of time series, in order to detect abrupt changes of
mean-level of climatic variables due to unnatural causes. After that we describe the variability and
trends of mean-temperature and total precipitation (rain and melted snow) of whole time series
(1884:2010); moreover, we analyze the relationships between Montevergine’s climatological time series

and large-scale atmospheric patterns.
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2. MATERIAL AND METHODS

The data availability of main meteorological parameters recorded at Montevergine’s observatory is
shown in Fig.1. Maximum Temperature, Minimum Temperature and Precipitation are the only

parameters characterized by near continuous observations.

Fig. 1: Annual availability of meteorological parameters recorded at Montevergine’s Obsetvatory in 1884:2010

period.

The homogenization of data-set was carried out adopting the Standard Normal Homogeneity Test [4],
which allows to detect single shift in a climatological time series. This methodology requires the
construction of a reference time series and the measure of correlation (p) between candidate station
and reference stations. As suggested in [5], we compute correlation coefficients on the first difference
seties, dT/dt (where T is the climatological time seties and t is time). The degtee of likelihood that the
candidate time series is homogeneous can be determined by applying a statistical test to the ratio
(adopted for precipitation), or difference (adopted for temperature) series [f};]. The size and timing of

significant non-homogeneities can also be estimated with statistical test [6]. Given the observed series
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case of differences. The Standard Normal Homogeneity Test is based on the assumption that the data
set is distributed according to a Gaussian. In some circumstances this assumption fails, so we decided
to compare the Alexandersson’s SNHT to a non-parametric version of SNHT, described in [7].

In order to investigate about the variability of climatological time series, we decomposed it into three
components: trend, decadal and interannual component. The former was evaluated using a first-order
polynomial model; we adopt the non-parametric Mann-Kendall method to test the statistical
significance of trends. The second was determined from linear polynomial model residuals, using a
LOWESS smoothing with a cut-off frequency of 10 years, while the latter is simply the difference
between residuals and decadal component.

We used Wavelet Analysis [8] aiming to highlight the behavior of time series and to examine the
relationships in time-frequency space between large-scale atmospheric patterns and Montevergine’s
data set. The Wavelet Analysis was developed as an alternative approach to the short time Fourier
transform and it’s very useful for geophysical time series examination. Most traditional mathematical
methods that analyze periodicities in the frequency domain, such as Fourier analysis, have implicitly
assumed that the underlying processes are stationary in time. Wavelet Transform expands time series
into time-frequency space and can therefore find localized intermittent periodicities. Continuous
Wavelet Transform (CWT) is the most commonly tool used for examining localized intermittent
oscillations in a time series.

Moreover, Wavelet Analysis offers the possibility of examine whether regions in time-frequency space
with large common power have a significant phase link and therefore are suggestive of cause-effect
relationship between the time series. From two CWTs it’s possible to construct the Cross Wavelet
Transform (XWT), which shows their common power and relative phase in time-frequency space. We
used also the Wavelet Coherence (WTC), in order to find significant coherence even though the

common power is low.
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3. HOMOGENIZATION OF THERMO-PRECIPITATION TIME SERIES

Homogenization of a time series is a fundamental step for a study concerning meteorological
observations recovery. However, as remarked in [9], the discontinuity identification can sometimes
arise from subjective evaluation and is strongly dependent on the philosophy adopted by researchers.
Our approach is based on the comparison between the results derived from SNHT and metadata,
which provides a valuable aid in discerning between true and false breaks. Moreover, we gave particular
relevance to the comparison with time series collected in a climatic context similar to that in which
candidate station is located and with climatological series more correlated with Montevergine one.
Metadata were retrieved from meteorological registers and from an old diary called “Le Cronache
dell Osservatorio”. 'The construction of reference time series was performed using historical data-set and
reanalysis output [10, 11, 12, 13, 14]. According to metadata and reference time series availability, in
order to homogenize precipitation time series, the period we focus on was divided into five temporal
segments (1884:1913, 1914:1943, 1944:1973, 1974:1999, 2000:2010). Because of the high spatial
variability of rainfall, we used only stations located in a neighborhood of about 100 km.

Precipitation time series shows only a discontinuity, which occurred on 1950, as highlighted by Fig.2.
According to metadata, the observations seem to suffer of frequent changes of operators and of errors
in pluviograph measurements. The results obtained through this analysis are in agreement with those
found in [2], in which the precipitation data acquired in 1946-1950 period were considered unreliable.

We corrected the data recorded in this period decreasing monthly rainfall amount of 15%.
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Fig. 2: Homogenization of Montevergine’s precipitation time series. Standardized ratio time series and
corresponding T-series for the non-parametric SNHT are shown. The 95 per cent critical level is indicated with a
blue line.

Mean temperature (evaluated as the arithmetic average of max and min daily values) time series is
characterized by several breaks, caused by various factors, such as instruments relocation, changes of
observing practices, instruments accuracy degradation and human errors. The homogenization of data
recorded in 1884:1961 period was carried out adopting mean temperature time series deriving from
thermopsychrometric acquisitions as reference series. This approach required the homogenization of
thermopsychrometric time series, which was performed using air-temperature at 850 mb level time
seties reconstructed by NOAA 20" Century Reanalysis. We constructed the reference series taking
account the four grid points closest to the candidate time series, as highlighted by Fig.3a. The analysis
shows a discontinuity on 1890 (Fig.3b), which was caused by the initial location of instruments, placed
probably slight above the soil-level before the construction of meteorological tower. We correct
monthly time series recorded in 1884:1890 period by a factor equal to +0.7°C. In the examined period
precipitation time series don’t shows any discontinuity and it is in a good agreement with the reference

one. Therefore, instruments relocation seems to have affected only the temperature observations.

Advances in Climate Science

308



Gisc s

(a)

43°N —
[ERS
4°NT—* g
(]
A T
£41°N *
3 k D% -
40°N 4*-*‘LT
39°N
13°e 14°e 15°E 16°E  17°E

Longitude

(b)

Standardized difference time series

0 /\/VAVA\A__/A—\ I\"/v vi\/A"A\/ﬁ 4

1%80 1890 1900 1910 1920 1930 1940 1950 1960 1970
Year

Test Series (SNHT - Parametric Version)

40 - -
—SNHT
—Critical Level 95% ||
20
/~ N A
\
1%80 1890 1900 1910 1920 1930 1940 1950 1960
Year

Fig. 3: Spatial location of candidate station (blue star) and of grid points (red stars) adopted for the
homogenization of thermopsycrometric time series (a). Homogenization of thermopsycrometric time series.
Standardized difference time series and corresponding T-series for the SNHT are shown. The 95 per cent critical
level is indicated with a blue line (b).

The comparison between homogenized thermopsychrometric time series and candidate time series
showed initially only one significant discontinuity, which occurred on 1890. However, the subsequent
subdivision of examined interval in three sub-periods (1884:1922, 1923:1944, 1945:1961) highlighted
two further inhomogeneities, one on 1939 and the other on 1951 (Fig.4). The first break was caused by
initial instruments location, while the other two, according to metadata, were probably caused by

human errors and/or instruments accuracy degradation. The adjustment factors adopted to remove the
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discontinuities, which emerged both in parametric and in non-parametric version of SNHT, are

reported in Tab. 1.

Period Correction Factor [°C] Explanation
1884:1890 +0.7°C Initial instruments location
1939:1944 +0.3°C Human errors and/or instruments

degradation
1946:1951 -0.8°C Human errors and/or instruments
degradation

Table 1: Correction factors applied for homogenization of 1884:1961 mean-temperature (average of max and min
daily values) time series and possible causes of discontinuities.
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Fig. 4: Standardized difference time series and corresponding T-series for 1884:1922 temperature series
homogenization (a), for 1923:1944 temperature time series homogenization (b) and for 1945-1961 temperature time

series homogenization (c).

The homogenization of temperature observations acquired in 1974:2010 period was very critical and
required additional analytic steps involving minimum and maximum temperature trends examination.
As highlighted by Fig.5, average annual maximum temperature is characterized by an anomalous
increase in 1999-2001 period, while average annual minimum temperature shows a significant decrease
in 1995-1999 period. In the former case, it’s reasonable to assume that observations quality was
affected by human errors in maximum thermometer readings. In the latter case, the goodness of

measurements is likely to have been affected by the accuracy degradation of instrument put into

operation in 1989.
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Fig. 5: Annual average of maximum (red) and minimum (blue) temperature in 1974:2010 period. For maximum
temperature, black lines define the mean value for 1974-1998 period, for 1999-2001 period and for 2002-2010 period,
while for minimum temperature they define the mean value for 1974-1994 period, for 1995-1999 period and for
2000-2010 period.

The different nature of discontinuities suggested us to adopt two distinct approaches for their removal.
As regards as maximum temperature, we used a direct approach, correcting the data observed in 1999-
2001 period according to the extension of the index of maximum thermometer “SIAP”, corresponding
to 3.2°C. We tested subsequently the series homogeneity through the SNHT: the results obtained
validated the correction procedure adopted. Regarding minimum temperature, a classical indirect
approach was used: the SNHT highlighted a break in 1990, statistically significant only in its non-
parametric version. In order to investigate about the presence of other inhomogeneities, we have split
the series in two parts, one before (1974 — 1989) and one after (1991 — 2010) the possible break. We
have identified a break in 1999 and we corrected the data acquired in the period December 1993 —
March 2000 applying a correction factor of +1.1°C. The subsequent application of SNHT to the entire
period (1974:2010) did not reveal any discontinuity.
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4. YEARLY AND SEASONAL VARIABILITY AND TRENDS

Yearly variability analysis of homogenized climatological time series highlights statistically significant
trends: for mean-temperature, we found an increase of 0.5°C/100 years, while for total precipitation we
discovered a drop of 667 mm/100 years (-32%/100 years). These results show a pattial agreement with
those obtained in [9], whete for whole Italian Peninsula a tise in mean-temperature of 1.0 K/100 years
(1863:2003 period) was found, and with those got in [15], where for Southern Italy a decrease in yearly
rainfall of about 21 mm/10 years (1916:2003 petriod) was discovered. As shown in Fig.6, mean-
temperature is characterized by statistically significant oscillations between 1940 and 1950 and in
1920:1930 time intervals (period of = 2-5 years). Wavelet Analysis performed for total precipitation
(Fig.7) points out multiple oscillations in high frequency region between 1900 and 1970 (period = 1-6
years). Instead in 1975:2010 period time-frequency spectrum shows a strong decrease in high

frequencies energy and, therefore, a reduction of the interannual variability.
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Fig. 6: Annual mean temperature recorded at Montevergine’s observatory, with linear trend and LOWESS
smoothing (a). Continuous Wavelet Transform of the signal (b).
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Fig. 7: Annual precipitation recorded at Montevergine’s observatory, with linear trend and LOWESS smoothing
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(a). Continuous Wavelet Transform of the signal (b).

The discovered trends are strongly influenced by anomalies in temperature and precipitation observed
in the last three decades. In order to identify the pattern established between mid-1970s and 2000s, we
correlated the first difference of the signals on five years step (Fig.8). During the period just mentioned,
mean-temperature and total precipitation show a strong anti-correlation, whose magnitude and
persistence have never been observed in previous decades, in which the two variables are characterized

by an unstable coupling. As remarked in [16], Western Mediterranean’s climate shows a similar

behavior in the last three decades.

Advances in Climate Science

315



Gisc

First Annual
Conference

Correlation between temperature and precipitation time derivatives over 5-year steps

1

0.5

o

Correlation Coefficient

t

t

-1
1880

1900

1920 1940

1960
Year

1980

2000

2020

Fig. 8: Correlation between temperature and precipitation first time derivatives over 5-years step.

As regards as mean-temperature, seasonal variability analysis highlights a strong increase on winter,
spring and summer, while no trend was detected on fall (Tab.2). Wavelet analysis performed for winter
season shows high energy on multiple scales, although statistically significant oscillations were
discovered only between 1930 and 1945 and in 1920:1930 periods. Spring CWT highlights a clear
energy peak only between 1980 and 1990 (period = 1-4 years), while Wavelet Analysis of summer and
fall variability points out high energy at high frequencies (period = 1-5 years) in 1900:1950 period.
Regarding precipitation, we found strong negative trends on all seasons, particularly steep on spring (-
41%/100 years) and on autumn (-32%/100 years). Seasonal Wavelet Analysis shows statistically

significant oscillations in high frequencies regions (period = 1-6 years) between 1890 and 1970, while in

the last three decades a strong energy reduction was observed.

Variable Year Winter Spring Summer Fall
Temperature + 0.5°C/100 + 0.8°C/100 +0.8°C/100 + 0.7°C/100 + 0.0°C/100
years years years years years
Precipitation -667mm/100 | -185 mm/100 | -218 mm/100 - 57 mm/100 - 217 mm/100
years years years years years

Tab. 2: Yearly and seasonal linear trend of temperature and precipitation observed in 1884:2010 period.
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5. LARGE SCALE VARIABILITY CONNECTIONS

As remarked in [17], in order to understand local climate variability features, is necessary linking it to
large-scale climate atmospheric phenomena. So, we have focused our study on the analysis of links
between Montevergine’s time series and atmospheric pattern better able to influence Mediterranean
and Europe climate. We represent atmospheric circulation by five indices: the North Atlantic
Oscillation index (NAO), defined as the difference between Lisbon and Stykkisholmur/Reykjavik
normalized sea level pressure, the Mediterranean Circulation index (MCI), defined by the difference
between Marseille and Jerusalem sea level pressure, the Western European Zonal Circulation Index
(WEZCI), defined by Madrid + Barcelona and Trondheim + Lund surface pressure record, the Eastern
Mediterranean Pattern (EMP), defined by the difference in geopotential height at 500 hPa between
Northeastern Atlantic ( 52.5°N, 25°W) and the Eastern Mediterranean (32.5°N, 22.5°E), and the North
Sea Caspian Pattern Index (NCPI), proposed by [18], which is calculated from the difference in the
normalized 500 hPa geopotential between averages of North Sea (0°E, 55°N and 10°E, 55°N) and
North Caspian (50°E, 45°N and 60°E, 45°N) centers of action. For NAO index we used data provided
by NCEP/NCAR, while the other indices were reconstructed for the 1884:2010 period means of [14].

Montevergine’s precipitation regime is largely influenced by Mediterranean atmospheric circulation,
which is represented by Mediterranean Circulation Index (MCI), proposed in [19]. As showed by Fig.9,
MCI explains a portion of variance greater than other indexes in the October-April period: the highest
correlation values were found on January (p = - 0.67), on December (p = -0.64) and on February (p = -

0.62).
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Monthly correlation between Montevergine precipitation time series and teleconnections indices
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Fig. 9: Monthly correlation between Montevergine’s precipitation time series and teleconnections indices in
1884:2010 period.

In order to identify the atmospheric pattern more favorable to precipitation events in Montevergine
during autumn and winter, we selected MCI October-November-December (OND) and January-
February-March (MAM) values below the 10 percentiles. The sea-level pressure pattern and the
relative anomalies (with respect to 1981-2010 mean) are shown in Figure 10a and 10b (OND) and in

Figure 10c and 10d (JFM).
@)

(b)
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Fig. 10: Sea level pressure pattern and relative departures with respect to the 1981-2010 period for the OND
seasons (Fig. 10a and Fig.10b) and JFM season (Fig. 10c and Fig. 10d) characterized by MCI values below the 10th
percentiles.

Autumnal and winterly sea-level pressure patterns associated to MCI values below the 10" percentiles
show very similar features: they are characterized by a low-pressure center between Corsica and
Sardinia, which pumps moist air masses from south-west in the southern Italy, by a weakening of
Icelandic low-system and by two strong anomalies centers, one located in the Northern Atlantic, the
other situated in the Western European sector.

Wavelet Coherence between MCI and winter precipitation highlights a large area of covariance in 1940-
2010 time interval (period = 1-8 years), while in 1884-1930 period there is an high covariance only on
periods of 1-4 years and of 8-16 years (Fig.11a). The drop in precipitation observed at Montevergine
observatory in the last three decades can be related to the significant change in atmospheric circulation,
which was caused both by an increase in north-south pressure gradient, represented by the shift into
the positive phase of NAO, and by an increase in difference between western and eastern
Mediterranean pressure, represented by the shift into the positive phase of MCI. This coupling between
NAO and MCI is well captured by the WTC of two signals (Fig.11b), which shows a covariance area in
1970:2010 time over 8-10 years periods.
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Fig. 11: Wavelet Coherence of MCI and Montevergine’s winter precipitation (a) and Wavelet Coherence of NAO
and MCI winter variability (b).

Summertime rainfall is partially well captured only by WEZCI and by NCPI: in both cases correlation
degree is maximum on August (p = -0.51 and p = 0.47, respectively). Summer seasons characterized by
NCPI value above the 90" percentile (Fig. 12a) show a pattern in geopotential heights anomalies similar

to that observed for those marked by a WEZCI (Fig. 12b) value below the 10" percentile, with strong

positive anomalies in North Sea and negative anomalies in Southern Italy.
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@)

(b)

Fig. 12: Geopotential heights anomalies at 500 hPa level (with respect to 1981-2010 mean) for summer season (JJA)
characterized by WEZCI values below the 10t percetiles (Fig.12a) and by NCPI values above the 90 percetiles
(Fig.12b).
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As marked in [19], there is a significant influence of ENSO on rainfall in regions of Euro-
Mediterranean sector, especially on spring and on autumn season. Monthly correlation analysis between
Montevergine’s precipitation time series and Nino3.4, defined as SST anomaly in 55-5N, 120W-170W,
didn’t show any perceptible relationship. However, the XWT performed for the autumn season
(Fig.13) revealed areas of common power between 1890 and 1895 (period = 2-3 years), 1910 and 1920
(period = 5-8 years), 1935 and 1940 (period = 3-6 years) and between 1970 and 1985 (period = 4-6

years). In the latter two areas Nino3.4 seems to lead Montevergine’s rainfall variability.

Fig. 13: Cross Wavelet Transform of Nino3.4 index and Montevergine’s autumn precipitation.

Montevergine’s temperature variability is in a good agreement with EMP, particularly on winter season
(p = -0.63). The strong oscillation of temperature signal between 1940 and 1960 is strongly related to
the EMP, as pointed out by the XWT of the two signals performed for winter season (Fig.14a). WTC

shows a strong and stable area of covariance on 8-16 years periods on the whole time interval

considered (Fig.14b).
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Fig. 14: Cross Wavelet Transform (a) and Wavelet Coherence (b) of EMP and Montevergine’s winter temperature
time series.
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6. CONCLUSIONS

In this study we focused on the homogenization and the analysis of Montevergine’s climatological time
series for the period 1884:2010. Precipitation data are affected by errors only between 1946 and 1950,
while temperature time series is characterized by multiple discontinuities, due to various causes, such as
instrument relocation, changing in observers, human errors and instrument accuracy degradation. This
study has pointed out an increase of annual mean temperature (0.5°C/100 years) and a huge drop in
annual total precipitation (-32%/100 years). Positive trend in mean temperature emetges in all seasons,
except on fall, while negative trend in total precipitation is particularly strong on spring and autumn.
Both signals are characterized by a strong oscillation between 1940 and 1950. The analysis of
relationship with large-scale patterns suggested that behind the decrease in precipitation there’s an
enhancement both of north-south pressure gradient (represented by North Atlantic Oscillation Index)
both of eastern-western Mediterranean pressure gradient (synthetized by Mediterranean Circulation
Index), which has determined a weakening of the energy associated to atmospheric transients.
Montevergine’s precipitation time series is in a good agreement with Mediterranean Circulation Index
in the October-April period, while summer rainfall variability is partially captured by Western European
Zonal Circulation Index and by North Sea Caspian Pattern Index. ENSO irregular oscillations
influenced autumn rainfall variability, especially in early 1900s and in 1970-1985 period. Temperature
series shows a good correlation degree with Eastern Mediterranean Pattern, particularly on winter
season.

There isn’t yet a full comprehension of how high-altitude regions have responded to recent change in
atmospheric circulation, so in near future our purpose is to extend the study to other mountain stations

located in Central-Southern Apennines.
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Abstract

Series of annual and seasonal temperature from 18 stations, distributed all over the Basilicata region
(southern Italy), were studied for the period 1951-2010. The analysis is based on high-quality and
homogenous daily minimum and maximum temperature. Both minimum (Tmin) and maximum (T'max)
temperatures increased, especially after 1971. The trend is most remarkable for Tmin, with 11 stations
showing a positive statistically significant trend. Seasonal results are similar except for autumn where an
opposite trend has been recorded. Also Tmax show an overall positive trend, which is statistically
significant only for 2 stations. Seasonal results show upward trend in spring and summer, whereas
during winter and autumn, Tmax tend to decrease. Six indices were used to assess changes in both the
cold and hot tails of the daily temperature distributions. The presence of trends was assessed by means
of the Mann-Kendall test. Results reveal a general upward tendency for both warm days (TX90p) and
warm nights (TN90p) especially due to the increase in temperature becomes since 1971. This datum is
confirmed at seasonal level, with spring and summer the main seasons responsible for the trend. In
general both cold days (Tx10) and cold nights (Tnl10) showed negative trends. It seems that this
negative trend stems from the strong decrease of Tmin during winter, spring and summer. Both annual
and seasonal number of frost days (Fd) show an overall negative trend. A few positive trends can also
be found in northern Basilicata. The intra-annual extreme temperature range (ETR) index shows a
general positive trend. In winter, decreased ETR appears for the majority of the stations examined
although the trend has been inverted in the last two normals. During spring, the trend is strongly
positive, especially in the last two climate normals. Summer and autumn show a similar predominant

negative trend.

Keywords: Extreme temperature indices; trends; temporal variability; Basilicata; southern Italy
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1. DATA ANALYSIS

Temperature extremes are a major concern with respect to their potential impacts on natural and
human systems [1;2]. The semi-arid Mediterranean environment is regarded as a “Hot Spot” of climate
change [10], that suffers from more temperature extreme events and an increase of summer heat wave
frequency and duration [8]. Several studies indicate that extreme temperature events at daily/multi-daily
scales in the Mediterranean have undergone changes in the course of the 20th century whose overall
long-term trends are in accordance with the global picture of trends: cold extremes are reduced and

warm/hot extremes are increased [9; 11; 13; 14].

Over the last few decades, many studies have put a great deal of effort into exploring the behaviour of
temperature in Italy [5;6;7;21;22]. However, little research on the variability of temperature extremes is
available for southern Italy at microscale. In this study, the regional character of temperature changes
across the Basilicata Region, southern Italy, is examined with emphasis on trends since the mid-20th

century in a number of indices of extremes.

The database comprises 18 thermometric stations of the National Hydrographic Service (Servizio
Idrografico, 1951 - 2010) (Fig. 1). Thermometers used in the Italian observation network are approved
and normalized by the National Hydrographic Service, which provides the instruments and guarantees
their uniformity. The data represent observations of daily maximum surface air temperature, Tx, and
daily minimum surface air temperature, Tn. To our knowledge, this is the first attempt to gather all the

different temperature data sources together over Basilicata.

All the data have been checked and validated before their archiving and any possible error has been
deleted. In addition to data availability, the quality and homogeneity of the temperature time series are
prerequisites for detailed attribution of extreme events. Therefore, a newly compiled, quality-controlled,
and homogeneity-tested dataset was recently developed from the original dataset. Quality control is
needed to assure the reliability of climate data. The data were screened for any erroneous data that
resulted from archiving, transcription or digitizing processes (e.g. Tmin > Tmax, non-existent dates).
Also, homogenous time series are essential to assess changes in temperature extremes. Accordingly, the
temperature series were tested for presence of inhomogeneities by using the Standard Normal
Homogeneity Test (SNHT) for a single break [4]. Data gaps were filled using values from the nearest

neighbour observatories. At this end, the final dataset was relatively homogenous and free from the
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effects of non-climatic factors (e.g. changes in locations, instruments, observers, observing practices,

and surrounding environments).

Fig. 1: Location of the study area and spatial distribution of the daily temperature observatories
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Index Definition Unit
Tx10 Days with Tmax<10th percentile of daily Tmax of the base period (cold days) %
Tn10 Days with Tmin<10th percentile of daily Tmin of the base period (cold nights) %
Tx90 Days with Tmax>90th percentile of daily Tmax of the base period (warm days) %
Tn90 Days with Tmin>90th percentile of daily Tmin of the base period (warm nigths) %
Fd Total number of frost days (davs with absolute Tmin<0 °C) davs
ETR Extreme temperature range (hottest Tmax in season minus coldest Tmin in season) °C

Table 1: List of temperature extreme indices used in this study

In this work, firstly we analyzed for each station the temporal behaviour of minimum and maximum
temperature at annual and seasonal scale. Then a set of 8 indices were used to examine spatial and
temporal variability of temperature extremes (Tab. 1). In order to ensure reasonable sample size and
robustness of analysis, the focus is on ‘moderate’ extremes defined by the 10th and 90th percentiles in
the distribution of daily observations. The presence of trends in temperature extremes was assessed by

means of the Mann-Kendall test [18].

Minimum and maximum temperatures were analyzed and the results are reported in Tab. 2. It emerges
that both minimum and maximum temperature increase during the period 1951 — 2010, especially after

the 1970 (Fig. 2).

The trend is most remarkable for Tmin, with 11 stations which show a positive statistically significant
trend. Only three stations show a negative trend, but never statistically significant. The main normals
responsible for the trend are 1971-2000 and 1981-2010 with the last the most determinant. Annual
results are fully correspondent for winter, spring and summer, whereas in autumn an opposite trend,

especially in the last normal 1981-2010, has been recorded.

Also Tmax show an overall positive trend during the period 1951 - 2010, but it is statistically significant
only for 2 stations. Similarly with Tmin, the main normals responsible for the trend are 1971-2000 and
1981-2010. Seasonal results show that the annual trend is the same during spring and summer, whereas

during winter and autumn maximum temperatures tend to decrease.

Then the analysis for extremes has been performed.
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Table 2: Results of trend analysis for cold and hot extremes (significance is assessed at the 95% level).
Abbreviations of the indices correspond to those in Table 1.

Tab. 2 summarizes the results of the Mann-Kendall test for hot temperature indices, too. The Tx90p
index is important to investigations of the temperature regime in the Mediterranean, as it can provide
evidence for a tendency towards a warmer climate and/or high summer temperatures leading to
unpleasant heatwaves. Results reveal that from 1951 to 2010 there is a general upward tendency for
warm days (TX90p) (75% of observatories), which is statistically significant for four thermometric

station.

Researchers have connected the rise in the mean global temperature with increases of Tmin. Hence, the
index TN90p is considered important to investigate whether changes in the occurrence of Tmin in the
Mediterranean contribute to the observed global temperature changes. Again, the annual indices results
show a general upward tendency for the warm nights (88.9% of observatories), which is statistically

significant for eight stations.
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Fig. 2 Temporal trends from 1951 to 2010 of Minimum mean Temperature (blue) and Maximum mean
Temperature (red)

From the analysis for normal it emerges that the increase in hot temperature becomes stronger from

1971. This last datum is also confirmed at seasonal level, with spring and summer the main seasons
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responsible for the trend. Really interesting is that the increase in hot temperature coincides with a

clearly downward trend in precipitation total [15;10].

Table 2 shows the trend results of the cold temperature indices, too. In general, it is evident that both
cold days (Tx10) and cold nights (Tn10) showed negative trends. The cold days (Tx10) has decreased
throughout the region, with 14 stations being characterized by a negative trend; 7 stations show a
statistically significant trend. The remaining four stations indicate a positive trend, which is statistically
significant only for the station of Ferrandina. It seems that the widespread negative trend stems from

the strong decrease of minimal temperature during winter, spring and summer.

The most significant normal which affected the trend refers to 1961-1990 and 1971-2000. More than
half of the stations are characterized by a decrease of the cold nights (Tn10), which is statistically
significant for eleven stations. It clearly appears that the trend signal is due to the temperature regime

change occurred from 1961 in each season.

According to [9], a uniform decrease in the number of frost days has occurred during the second half
of the 20th century. Indices for the annual and seasonal number of frost days (Fd) have been calculated
(Tab. 2). The datum is fully confirmed for Basilicata region, where more than half of the stations show
a negative trend, which is statistically significant only for four stations. A few positive trends can also
be found in northern Basilicata, in the area of Vulture Volcano. In this last case, again the
climatological normals responsible for the positive trend are the 1971-2000 and 1981-2010. It is worth
emphasising the summer and autumn trends which is absolutely negative along all the investigated

period.

The intra-annual ETR index is a basic measure of the difference between the extreme maximum and
minimum temperature during a certain period of time. The results reported on Tab.2 show a general
positive trend (only one statistically significant) which has been clearly defined after 1970, in the last
two climate normals 1971-2000 and 1981-2010. Seasonal indices provide clearer results. In winter,
decreased intra-seasonal ETR appears for the majority of the stations examined although the trend has
been inverted in the last two normals. These reductions in ETR can probably be related to increases in
the minimum temperature. During spring, the trend is strongly positive, with three stations

characterized by a statistically significant trend.

Again the last two climate normals mainly affected the trend; in particular, during the 1981-2010 period

nine stations are characterized by statistically significant trend. Summer and autumn show similar
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predominant negative trends; however only one trend is statistically significant in summer and none are

statistically significant in autumn.

2. CONCLUSIONS

The results obtained from this study can be summarized as follows:

* both minimum and maximum temperature have increased in the investigated period, especially in

the last thirty years.

* warm days (IX90p) and warm nights (TN90p) show a general upward tendency especially due to

the increase in temperature becomes after the 1971.

* cold days (Tx10) and cold nights (Tn10) showed negative trends. The most significant normal
which affected the trend refers to 1961-1990 and 1971-2010.

* both annual and seasonal number of frost days (Fd) show an overall negative trend.

* the intra-annual extreme temperature range (ETR) index show a general positive trend which has

been clearly defined after 1970, in the last two climate normals 1971-2000 and 1981-2010.
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Abstract

We analyze the observed long-term discharge time-series of the Rhine, the Danube, the Rhone and the
Po rivers. These rivers are characterized by different seasonal cycles reflecting the different climates and
morphology of the Alpine basins. However, despite the intensive water management in this region, we
found common features in the spring discharge timing trend and low-frequency variability in the
different basins. All time-series display an anticipating tendency of the spring discharge peaks of more
than two weeks per century. These results can be explained in terms of changes in snowmelt timing, in

total precipitation and of its liquid portion, which play different roles in the different basins.
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Abstract

The micrometeorological base of CNR-ISAC in Lecce, South-East of Italy, is active since 2002, in
collecting experimental data about surface-atmosphere transfer of momentum heat and water vapour.
It operates in a suburban site inside the Salento University campus and has been improved along the
past years to give a quite complete description of the soil-atmosphere vertical transfer. It is composed
by a 16 m mast with fast response (eddy correlation) instrumentation and an ancillary automatic
meteorological station collecting also soil data at 2 levels depth. Fast response data are pre-processed in
half-hour averaged statistics. All collected data are available in a web database
(www.basesperimentalele.isac.cnr.it) and represent a unique long-term daily updated dataset for
microclimate and soil use changes studies in southern Italy. Here some preliminary results about the
evolution of the surface water budget in the last years are presented. The Lecce data base has been a
pilot reference structure for the Climate Change Section of the CNR-DTA GIIDA project (National
Research Council - FEarth and Environment Department, Interdisciplinary and Interoperative
Management of Environmental Data). It is also a data provider for the HYMEX project database

(Hydrological Mediterranean Experiment, www.hymex.org).

Keywords: Database, micrometeorology, microclimate, surface fluxes, water budget
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1. INTRODUCTION

Surface-atmosphere transfer fluxes are the main sources/sinks of atmospheric energy and water
vapour, being for this reason strictly connected to larger scale atmospheric motions. Indeed the
radiative energy from the solar soutce transforms into conductive/turbulent vertical fluxes of heat and
vapour after impinging on the heart surface, and momentum fluxes are constantly exchanged due to the

friction between wind and heart surface [1].

Although directly responsible of the microclimatic conditions in the lower atmosphere, surface fluxes
are subject to change due to local changes in land use and water moisture availability at ground level

causing in turn changes in larger scale climatic conditions driving atmospheric winds and precipitations
[2].
The eddy covariance technique for direct field measurement of the surface turbulent fluxes spread out

in the early ’80 and in the following years many studies improved its reliability, concerning density,

spectral, and vertical velocities corrections for the measured fluxes [3,4,5].

In the decade of 90 this improved know-how led to a general increased technique reliability and
applicability [6,7]. This fact, together with the increasing concerns about the climate effects of the
global warming with interest in quantify large scale CO, and water vapour surface exchanges, led to the
creation of several international networks for continuous long term flux monitoring (FLUXNET,
EUROFLUX, AMERIFLUX) as well as long lasting regional soil-vegetation-atmosphere transfer
experiments (LBA) [http://fluxnet.ornl.gov,
http://www.unitus.it/dipartimenti/disafti/progetti/eflux/euro.html,

http://public.ornl.gov/ameriflux/, http://www.lbaeco.org/lbaeco/]. Nevertheless, together with these
great international successfully efforts, some regions are still out of the long term network monitoring,

even where routine surface meteorological monitoring is present since long time.

Focusing on Europe, a glance to the site maps for existing networks (Fig.1) shows that the
measurement sites concerning the Italian peninsula are located between the north and the centre of the
country, with almost no site in the southern regions that have quite different climatic conditions and
also different projections for the future climate, compared to the rest of the country. In particular,
Salento peninsula has quite characteristic climatic features, due to its position in the Otranto channel,
with moderate northern dry winds typically blowing in high pressure conditions, with consequent very

clear skies and strong insolation, and scarcity of precipitations due to the lack of relevant orography
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and the blocking effect of the Apennines for the incoming Atlantic moisture. This is accompanied
however by a relevant low-level nocturnal surface moisture deposition consequent to the anywhere
close surrounding seas and the relevant diurnal thermal cycle above the ground [8], that may result in a

significant fraction of the surface moisture supply in dry summer periods .

The CNR ISAC micrometeorological base is placed in a suburban area 5 km south-west from Lecce,
within the Salento University campus (Lat: 40° 207 12"
Lon: 18° 7” 17") characterized by mixed typical local vegetation (Mediterranean shrubs, pines and olive
trees) with an increasing content of buildings and non-natural surfaces, that makes it interesting also
from a land-use change study point of view. It is at present a data provider for the HYMEX project
long term campaign (Hydrological Mediterranean Experiment, www.hymex.org) and the related data
base is a pilot reference for the CNR DTA GIIDA project (National Research Council - Heart and

Environment Department Integrated and Interoperative Management of Environmental Data project)

@& = Ewoflux project site

@ = external contribution site

ISAC BASE

Fig. 1: EUROFLUX site locations and ISAC base
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2. METHODOLOGY
At present, the base is mainly devoted to water and energy surface-atmosphere transfer.

It is composed by two complementary systems (Fig.2). A 16 m height mast is equipped with a fast
response eddy correlation system and standard meteorological instruments routinely collecting half-
hour averaged data. The mast height allows a flux footprint fetch of the order of several hundreds of
meters [9,10], thus taking contributions from the campus and some immediately surrounding vegetated
areas. Data are collected and processed in a local netbook by a home-made software developed in the
LabWindow platform that allows an easy user friendly real time control of measurements as well as of
the basic user parameters such as calibration constants and averaging periods. After processing and
averaging they are stored in a daily data file. An ancillary Campbell meteorological station collects also
standard meteorological and soil surface data in a dedicated data logger. The connection to the web
data base is made by an additional local low-power computer interacting with the data logger through a
home-made software to collect the ancillary station data and downloading also the eddy correlation
daily data file. Both data files are stored in local memory and then transferred to the web data base once

per day through UMTS connection system. The whole local system is totally solar energy powered.

The web data base has been developed in by the Opensource Mysql with a logic structure able to
catalogue tables of data and information (metadata) for each kind of sensor. Before final storage data
pass through a light quality control able to eliminate out of scale data generated by possible problems

in the sensors.
Details of the instrumentation are the following.
1) Telescopic mast with fast response instrumentation

It is a 6-elements telescopic mast of 16 m height in full extension, with 3 possible measurements levels.

In the upper level there are:

One Solent-Gill 20 Hz ultrasonic anemometer, one Campbell Kh20 Krypton hygrometer for open
path optical measurements of water vapour turbulent fluctuations. Both instruments constitute the core

of the eddy covariance system.

One surface temperature sensor Everest 4000.GL, measuring the radiative surface temperature by a

blackbody-like internal ca