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Introduction

This book is both a success and a challenge.

It is a success because these pages, gathering the contributions to the SISC Second
Annual Conference, are evidence of a continuing dialogue that began last year and show
that the spirit of last year is very alive. It can be summed up in the desire and the need to
give voice to the interdisciplinary approach that cannot be overlooked in climate change
research.

The papers that are presented here, the authors who write them, and their contents and
topics are proof that there is a reality of research in ltaly that deserves to be appreciated
and that is making a strenuous effort to meet the needs of innovation. It is a research
reality that has been born in our country, but has an obvious international scope that,

as perhaps few other disciplines have, expresses a strong demand for interdisciplinary
integration, a dialogue between different skills and know-how, and opportunities for
discussion and exchange. This book represents a continuation of work that began in
2013: it picks up the threads and carries them forward towards new frontiers in building
something completely new that we call Climate Science.

In doing so, the papers published in the pages that follow express an integrated outlook
on Climate Change, capable of holding together the methods, strategies, and knowledge
from different areas and research communities which show that they are capable of
talking to multiple stakeholders, involving complex issues such as advances in scientific
research, mitigation, adaptation, risk assessment, and the impacts of climate change on
various areas of environmental systems and socio-economic factors. And therein lies the
open challenge: this book can in no way be considered a point of arrival, but once again
is a starting point.

Scientific progress grows around young, hungry minds, and their sense of placement

in history that too often is a disciplinary history, caught in the silos of XIX divisions of
science. SISC believes that it is necessary to break down the barriers between the
different disciplines as much as possible, raising the awareness that scientific research,
especially climate change research, should be plural, inclusive, cross over national
boundaries, and embody international collaboration. In other words, a spirit that is
reflected in the values and mission that led to the foundation and the drive of the Italian
Society for Climate Sciences.

Antonio Navarra
President of the Italian Society for Climate Sciences
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Foreword

Carrying out the second appointment of an innovative and unique reality, at least in the

field of climate research such as SISC, has been an intriguing and compelling challenge
for several reasons. It is impossible not to compare the second event with the first one,

which was particularly positive given its participation. It is impossible not to look at last

year as a starting point from which to proceed forward, integrating past experience with
the needs and questions that have emerged in the last twelve months on the subject of
climate change within the scientific community, the society, and the public sphere.

During 2014, these questions have been amplified due to the fact that the SISC
Conference has come between two events that put some spotlights on climate science
and on the interactions between climate change and environmental and socio-economic
systems. On the one hand, in fact, there was the presentation of the three volumes of the
Fifth Assessment Report of the IPCC on Climate Change, which has its own dimension
of media and brings an attention to the climate sciences that they are not accustomed
to receiving frequently. On the other hand, we cannot deny that the COP21, which will
take place in the last months of 2015 in Paris will be a new moment in which the eyes of
many will turn to those who study climate change to understand more of the research in
the field, of the knowledge acquired and how policy makers are aware of the support that
science can offer.

The pages that follow are the answer to this challenge. An answer that, faced with an
increased number of proposals for papers, required a particularly challenging job for
selection. The result is a collection of research, which manages to touch on a wide
variety of topics and disciplines, and which are grouped here in four thematic areas. One
of these is about the advances in climate science, with particular attention on climate
variability, production and analysis of climate data. The mitigation of climate change, with
its strategies and policies, is the main topic of a group of works that discuss the tools
(from technologies to markets) to reduce emissions of greenhouse gases. And if, on the
one hand, a session is devoted to adaptation strategies and topics such as vulnerability
and risk assessment, there is also space in the collection for the issue of climate change
impacts on many aspects (ecosystems, food, agriculture, energy, health, and even cultural
heritage) of environmental and social systems.

Whether the challenge was met or not is not for us to determine, but certainly this
volume attests the vitality that runs through the Italian research on climate which proves
to be capable of attracting interest from many parts of the world and is growing year by
year, according to the multidisciplinary vocation of SISC.

Carlo Carraro / Simona Masina
Presidents of the Scientific Committee of the Annual SISC Conference 2014
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SISC at a glance

“From the integration of scientific disciplines,
research and innovation to face climate change”

The ltalian Society for Climate Sciences (SISC) was created in 2013 to serve as a meeting point
for scientists from different disciplines, who use climate information for their research: from clima-
tologists to physicists and chemists, geographers to agronomists, economists to political scientists,
and all scholars that deal with climate-related sciences and their applications.

SISC aims at contributing to scientific progress and innovation of climatic sciences in ltaly by
promoting the convergence of disciplines and multidisciplinary research.

The institutional purposes of SISC are:

To the world of research:

« to foster the exchange of ideas, the creativity and the development of new interdisciplinary
research;

* to promote communication and cooperation between universities and research institutions in
ltaly, strengthening the presence of climatic sciences in both Italian universities as well as higher
education systems;

« to attract young talents to build a new interdisciplinary scientific community and increase overall
productivity;

« to stimulate and coordinate the Italian contributions to the International programs in the field of
climate sciences;

« to become the reference point and the meeting place for Italian scientists living abroad.

To the society:

« toincrease the impact of the studies and of the debate on climate issues, giving scientific rigor to
the analysis of climate policies for mitigation and adaptation;

« to promote the dialogue among scientists, policy makers, businesses and citizens;

« to support actions in the interest of the society and the environment;

« to provide research results to institutions, businesses and citizens.

SISC’s aims are pursued in particular through:

« the organization of conferences and debates addressed to the scientific and policy communities;
« the implementation of web-communications;

« the promotion of training courses for young graduates;

« collaboration with multidisciplinary doctoral courses on climate sciences.

The SISC association is non-profit and non-advocacy, acts according to ethical principles and
promotes policies for equal opportunities.

GOVERNANCE

Antonio Navarra - President

Carlo Carraro - Vice-President

Donatella Spano - Elected President (in charge as President in 2015-16 period)
Simona Masina - Ordinary Member of the Executive Board

Riccardo Valentini — Ordinary Member of the Executive Board

Martina Marian - Secretary General / Ordinary Member of the Executive Board
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About the conference

The Second Annual Conference of the Italian Society for Climate Sciences, entitled Climate
Change: Scenarios, Impacts and Policy, aims to involve scientists, researchers and policy makers,
whose activities are focused on different aspects of climate change, its impacts and related
policies.

The Conference aims to:

« Develop a platform for sharing and discussing between the different disciplines that study
climate dynamics and their interactions with the environment and society;

« Promote a constructive and transdisciplinary dialogue between scientists, policy makers, service
providers and the general public;

« Foster scientific dialogue on mitigation policies and sustainable growth;

« Deepen the understanding of climate change impacts and the best adaptation strategies.

The program of the Conference includes plenaries, parallel sessions, a poster session and special
events.

The scientific program of the Second Annual SISC Conference is enriched by events aimed at
pointing out that the issues of climate research can be communicated to a more general and
broader public and not only to the scientific commmunity. Besides activities with schools, SISC will
host a dialogue among climate scientists and media experts to understand how the vast and
complex mine of scientific data can be translated into a language understandable and interesting
to the public and policymakers.
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Mitigation Policies & Strategies

Mitigating GHG emissions in subnational contexts:

the case of the city of Rio de Janeiro

La Rovere, E.L."", Carloni, F.B.B.A.2

'Professor, Federal University of Rio de Janeiro (UFRJ), Institute for Postgraduate
Studies and Research in Engineering (COPPE), Energy and Environmental Planning
Program (PPE) - Brazil, Researcher, Centre for Integrated Studies on Climate
Change and the Environment, CentroClima/COPPE/UFRJ - Brazil

*Corresponding Author: emilio@ppe.ufrj.br

Abstract

This paper summarizes the main findings of a study carried out by the
CentroClima/COPPE/UFRJ for the Environmental Secretariat of the City of Rio de
Janeiro. The results of the city's GHG emissions inventories for 2005 and 2012 as
well as its performance in terms of avoided GHG emissions are compared to the
voluntary targets established by the municipality. The update of the city’s Mitigation

Action Plan was designed to meet the mitigation goals for 2016 and 2020.

Keywords: cities, GHG emissions, inventories, mitigation, urban policy
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1. MITIGATION OF THE GHG EMISSIONS OF THE CITY OF RIO DE JANEIRO

The greenhouse gas (GHG) emissions of a city, region or country arise from burning
fossil fuels (oil products, natural gas and coal), waste treatment, industrial processes
and changes in plant cover, among others. Practically all economic sectors of
modern society (industry, services, transports, farming, and construction) produce
carbon dioxide (CO;), methane (CH4) and nitrous oxide (N2O) emissions, the main
GHG gases, to a greater or lesser extent. Estimates of GHG emissions have an
inbuilt uncertainty because of the difficulty in obtaining data on all these activities and
emission factors. This is even more so when dealing with cities, where delimiting the
boundaries of the activities is more complex. Nevertheless, the City Government of
Rio de Janeiro was one of the first cities to carry out a GHG emissions inventory on a
municipal scale. In 2000, the City Government presented the inventory of the
emissions of the three main GHG gases in the City of Rio de Janeiro for the years
1990, 1996 and 1998; and in 2010, it did it for the year 2005, in addition to
developing Scenarios and a Plan of Action to mitigate its GHG emissions, always
with the technical support of CentroClima/COPPE/UFRJ. This paper summarizes
now the results of the third GHG emissions inventory of the city of Rio de Janeiro,
which amounted to 22.6 million tonnes of CO, equivalent (Mt CO.e) in 2012, in
addition to revising the estimates for 2005 (11.6 Mt CO.e).

The reduction of GHG emissions in Rio de Janeiro is one of the strategic projects of
the City Government. Emissions reduction targets were defined and consolidated in
the Municipal Climate Change and Sustainable Development Law, enacted in
January 2011. Targets were set using the total emissions verified in 2005 as
reference. Reduction targets were defined as follows: avoid 8% of the 2005
emissions in 2012 (0.93 Mt COze), 16% in 2016 (1.86 Mt CO.e) and 20% (2.32 Mt
COze) in 2020.

Targets were established while many City Government projects for emissions
reductions were being defined and detailed. Large-scale works and interventions
such as the inauguration of the Waste Treatment Center in Seropédica and the
operation of large high-capacity express bus lanes (BRTs) are leading to a significant

reduction of GHG emissions.
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On the other hand, GHG emissions avoided by the actions of the City Government
were not enough to ensure an overall reduction of the level of GHG emissions in the
city, which almost doubled from 2005 to 2012. Population growth and economic
development of a city induce a rise in GHG emissions. While the city's population
has been increasing slowly over the past few years (growth of 3.6% from 2005 to
2012), the economic dynamics began to accelerate in November 2009, when Rio de
Janeiro was chosen as the host city for the 2016 Olympic and Paralympic Games
(45% growth in the municipal GDP from 2005 to 2012). Deployment of a large-scale
steel mill using coke (manufactured from coal) within the boundaries of the city at the
end of 2010 also contributed to increase GHG emissions. The Companhia
Siderurgica do Atlantico (TKCSA) had gross on-site emissions of 8.8 Mt CO.e
(scope 1), even though attenuated by the company's major efforts, resulting in net
GHG emissions estimated by the company to be around 6.3 Mt CO.e in 2012.
Changes in the country's energy policy, arising from decisions made beyond the
responsibility of the city, such as the increased use of thermopower for electricity
generation, increase use of gasoline due to price subsidies and growth in the
number of private vehicles, in addition to the crisis in ethanol production, also
contributed to the increase of GHG emissions in the City of Rio de Janeiro from 2005
to 2012.

As a result, the Rio de Janeiro City Government decided to steer public policies
towards a low-carbon urban development. Investments and interventions must have
a climate component in their priorities, demonstrating to economic agents and civil
society that it is indeed a priority. Moreover, the main guideline of the City's Strategic
Plan is tp promote sustainable development. The option of the City Government,
with the support from the City Council, was to adopt realistic and transparent GHG
emission reduction targets, in accordance with the public policies of City
Government. This decision allowed Rio de Janeiro to preside with New York the
meeting of the cities participating in the C40 Climate Leadership Group, an entity
bringing together 58 megacities of the world, during Rio+20. The C40 mayors made
the commitment to reduce global greenhouse gas emissions by 1.3 billion tonnes by

2030, according to the policies being implemented in their



SISC, Second Annual Conference
Climate change: scenarios, impacts and policy
Mitigation Policies & Strategies

respective cities. The commitment contrasted with the difficulty of achieving
consensus in the multilateral area and with the absence of climate change debate
during the United Nations Conference on Sustainable Development, Rio +20,
promoted by national governments. Notwithstanding the leadership and autonomy of
the cities, the perspectives and goals of national, regional and local governments,
including the city of Rio de Janeiro, also suffer the direct consequences of these

negotiations.

Within this context, the Government of the City of Rio de Janeiro has updated the
Municipal Plan of Action for Emissions Reduction in order to meet the voluntary
mitigation targets established for 2016 and 2020.

Consolidated Results of City of Rio de Janeiro Emissions in 2012

Table 1 shows the total amounts obtained in the Greenhouse Gas Emissions
Inventory of the City of Rio de Janeiro. The amounts are tabled per emission source
and per gas, including carbon dioxide (CO), methane (CH4) and nitrous oxide (N2O)
emissions, and the total amount is in carbon dioxide equivalent. Scope 1 emissions
include the direct GHG emissions within the city geographical boundaries. Scope 2
emissions correspond to the electricity imported from the grid (National
Interconnected System). Scope 3 emissions correspond to the balance of emissions
from the ethanol production chain; the fugitive emissions of the coal consumed by
the city, but which is mined outside its borders; and the wastes generated by the city,

but taken for disposal in landfills outside its borders.

Analysis of Indicators

With respect to the carbon content of the GDP of the City of Rio de Janeiro, there is
an increase in this indicator, as in the emission per capita, as shown by Table 2.
However, as the population of the city did not grow significantly, the emission per
capita almost doubled. However, the economic growth of the city from 2005 to 2012
occurred in activities that are more intense in their use of energy and their GHG

emissions. The intensity of emissions per GDP unit increased by 34% in the period.
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Updated Mitigation Plan

A Plan of Action including the measures that the City Government must undertake to

achieve the greenhouse gas emissions reduction targets has been updated.

According to the updated 2005 inventory results, the total city emissions in 2005
amounted to 11,613 tonnes COZ2e. Thus, emission reduction targets provided for in
law correspond to 929,000 tonnes CO2e (8% of 2005 emissions) in 2012. For 2016,
the 16% would mean 1,858,000 tonnes CO2e.

Due to the delay in the construction of the new Waste Treatment Centre and of the
methane capture facilities in the main landfill, the estimates of the current study
show that the actions carried out by the City Government until 2012 were not
enough to achieve the 8% target. However, for 2016, the projected actions, if
actually implemented, will be close to achieving the 16% target, as shown by Table
3.

It should be stressed that the city is thriving and it is necessary to consider that the
huge steel mill recently built in the city (Complexo Siderurgico do Atlantico), which is
not yet operating at its full capacity, should achieve it by 2016. Given that for
production of 3.5 million tonnes of crude steel, gross emissions for the complex
amounted to 8.8 million tonnes CO2e, and net emissions 6.3, in 2012; with a full
load of 5 Mt of crude steel, these emissions will be greater and will probably

overshoot the reductions foreseen by the city's mitigation actions.
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4. TABLES

Tab. 1 Total GHG emissions in the City of Rio de Janeiro, in 2012, by scope (Gg CO.e)

ENERGY

Scope 1 Scope 2 Scope 3 Total

16,346.49 1,413.43 -133.37 17,942.41

Losses

Coke production

1,614.57 469.83 2,084.40
1,087.53 1,087.53

Road
Rail
Air

Water

WASTES

Res + Com Sewage

Industrial Effluents

TOTAL

5,301.37 -315.86 4,985.51
72.96 20.09 93.05
1,664.87 1,664.87
10.34 10.34

2,355.33 ] . 2,355.33

1,696.41 2,330.83

526.97 526.97
97.28 97.28
19,344.81 1,413.43 1,563.04 22,637.14

Source: La Rovere, E.L.; Carloni, F.B.B.A. et al, 2013 [1]
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Tab. 2 GHG emissions, GDP and population of the City of Rio de Janeiro, 2005 and 2012

2005 2012 ool
Total emissions (million tonnes CO.e) 11.61 22.64 95%
GDP (billion Reals at 2012 prices)* 167.00 242.50 45%
Population (million inhabitants) 6.10 6.32 4%
Total emissions/GDP (t CO.e/million 2012 Reals) 69.54 93.35 34%
Total emissions per capita (t CO.e/inhabitant) 1.90 3.58 88%

Source: La Rovere, E.L.; Carloni, F.B.B.A. et al, 2013 [1]

*Amount estimated from the 2010 amount.

Tab. 3 Estimated emissions reductions for 2012 and for the Strategic Plan period (2013-2016) in
the City of Rio de Janeiro (thousand tonnes CO,e)
Reduced emissions 2012 2016

Energy — stationary sources 0.7 0.7
Energy — fugitive emissions

Replacement of gas distribution network (CEG ) el i
Energy — transports 79.6 525
BRTs (1in 2012, 4 in 2016) 7.7 211.1
Copacabana BRS 17.6 17.6
Subway expansion 51.1 289.9
Expansion of bicycle lanes network (300km) 3.2 6.4
Agriculture, Forests and Land Use — AFOLU 36.3 49.7
Urban Solid Wastes 243.8 1,240
Capture and burning of biogas in Gramacho Landfill 235.1 329
Capture and burning of biogas in Seropédica Landfill 8.7 911
Liquid effluents 11.9 -
Total Emissions Reductions 378.00 1,832.40
Targets of the City Climate Change Policy 929 1,858

Source: La Rovere, E.L.; Carloni, F.B.B.A. et al, 2013 [1]
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Abstract

Uncertainty is prevalent in the context of climate change impacts. Moreover, the
distribution across the globe is not uniform. We analyze how climate risks could be
reduced via an insurance scheme at the global scale across regions and quantify the
potential welfare gains from such a scheme. Starting from the standard welfare
analysis in Integrated Assessment Models (IAMs), which assumes no risk sharing
across region, we introduce global risk sharing via a market for state-dependent
Arrow-Debreu securities. We show that this allows equalizing relative consumption
differences between states of the world across regions. We estimate that such risk
sharing scheme of climate risks could lead to welfare gains reducing the global costs
of climate change by up to one third, while the amount of transfers required is
substantial. This provides arguments for considering risk sharing in IAMs, but also for
potentially welfare increasing negotiations about sharing risks of climate change at
the global level.

Keywords: uncertainty, risk sharing, insurance, climate change, risk aversion
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1. TEXT

Uncertainty is prevalent in the context of climate change impacts. Moreover, the
distribution across the globe is not uniform. We study how different welfare functions
and discount rates affect the optimal climate policy when such uncertainties are
taken into account notably taken into consideration the regional pattern of risks and
their correlation across countries. We then analyze how climate risks could be
reduced via an implicit insurance scheme at the global scale across regions and
quantify the potential welfare gains from such a scheme. Starting from the standard
welfare analysis in Integrated Assessment Models (IAMs), we study how different
welfare functions and discount rates affect the optimal climate policy when such
uncertainties are taken into account notably taken into consideration the regional
pattern of risks and their correlation across countries. We use a disentangled welfare
function between risk and time preferences and introduce global risk sharing via a
market of state-dependent Arrow-Debreu securities.

This framework in particular allows to evaluate risks associated to impacts from
climate change, including per se stochastic events such as extreme events but also
long term trends that potentially include severe damages in the most vulnerable
regions of the world. These uncertainties have led to increasing concerns also by
policy makers to not only mitigate climate change as such, but also to address issues
of equity such as the compensation of the worst hit regions or countries. For
instance, the “Warsaw international mechanism for loss and damage associated with
climate change impact decided at COP19 end of 2013 aimed at creating an
insurance scheme to provide compensations for developing countries being severely
affected by such random climate change impacts. Therefore, the idea of insurance
on a global scale against climate impacts could provide a way of mitigating the
economic costs of global warming. While on a smaller scale the role of insurance,
risk sharing, transfer schemes, and even micro-insurance in times of global warming
are widely discussed (e.g., Mills (2005); Mills (2009); Munich Climate Insurance
Initiative (2013)), this approach is quite different in that insurance or other risk
transfer schemes based on the global scale contingent to certain impacts or extreme
events cannot rely on a law of large numbers to achieve an efficient risk sharing
across agents. Rather, an idea of risk transfers can be established in cases where he
impacts of global warming are not perfectly correlated across world regions. This
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gives rise to a global possibility to share risk efficiently in order to reduce the global
risk exposure by a risk sharing mechanism, which is what we study in this paper.

While the uncertainty about the future climate and associated socioeconomic impacts
has received increasing attention in recent years, still, in many integrated
assessment models (IAMs), the effect of uncertainty is frequently found to be of
minor importance confirming that uncertainty is a second order effect. The discussion
of catastrophic, fat-tailed risk on the other hand found a much stronger effect
(Weitzman, 2009). More recently, the role of risk aversion and appropriately
parameterizing this preference characteristic has somewhat allowed to obtain more
significant effects of uncertainty (Crost and Traeger, 2011; Traeger, 2009; Ackerman
et al.,, 2013; Cai et al., 2013). However, their analysis has exclusively relied on
globally aggregated models. If rather than a single representative agent multiple
regions or countries are considered, the distribution of income, damages from climate
change, and mitigation costs becomes relevant. Notably, the assumptions about how
the uncertainty is distributed and correlated across regions, becomes relevant.
Moreover, assumptions about how risk might or not be shared across regions are
needed. Intuitively speaking, the question can be framed as whether risk aversion is
considered at the global or regional level. Intuitively, this results in different
evaluations based on whether the social planner exhibits different degrees of risk and
inequity aversion, which is very plausible, see Atkinson et al. (2009). Moreover, the
way risks are able to be shared across agents or countries, or risk transfers are
allowed for, will impact the evaluation of climate change in globally disaggregated
IAM models.

In this paper, we explicitly introduce the possibility of risk sharing of climate risks
across macro regions. This addresses the role of risk sharing of, e.g., extreme events
where within a region, individual risky damages are able to be reduced via different
types of insurance or risk sharing schemes. Only if all risks were perfectly correlated,
risk sharing cannot lead to a welfare improvement. Otherwise, however, all
idiosyncratic risk could be in theory removed Ligon (1998). In reality, there are
however several obstacles to insure all idiosyncratic risks, namely transaction costs,
limited liability, asymmetric information, and ambiguity. Notably ambiguity provides a

serious hindrance to insurance in the context of climate change where the scientific
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uncertainty is hard to assess with probability estimates (Kunreuther et al., 1993). As

a result, insurance is far from covering all climate change damages.

While standard Integrated Assessment Models assume no risk sharing across
regions, we explicitly allow for this possibility introducing a market for contingent
claims. We show that this allows equalizing relative consumption differences
between states across regions leading to potential welfare gains reducing the welfare
costs of climate change. Optimal climate risk sharing could therefore lead to a more
equally distributed impact of climate change on consumption. Figure [1] shows the
estimated climate change impacts (as per cent of consumption compared to the case
where no climate change impacts occur across regions with (red) and without (blue)

the risk sharing scheme.

Our estimates suggest that the welfare costs of climate change could be reduced by
up to 30-40% via such an insurance scheme. This estimate is surprisingly high but is
due to the relatively unequal distribution of climate impacts. Measured by the
“certainty, equity, and balanced growth equivalent” level of consumption, climate
impacts lead to a global loss of 4.5% of consumption in our model. Allowing for risk
sharing reduces this global consumption loss to 2.3% or by about 38% from the
original welfare loss. Based on the regional damage estimates, we can also compute
the amount of contingent claims that each region would buy or sell. Notably, China
will be the biggest insuring party due to its lower-than-average impacts, see Figure
[2].

How such an insurance scheme could work is not trivial. However, risk sharing at the
global scale can comprise relocation of capital and labor (migration), international
trade, financial markets, and--potentially most relevant in this context--an explicit risk
transfer scheme between regions or countries. While the residual damages remain
an important welfare loss, the results suggest that indeed compensating particularly
hard hit countries from climate change impacts could reduce global welfare loss
significantly; in particular, such a scheme can--and should-- be implemented ex-ante
and would benefit all participating countries. Based on out model we can compute
the volume of such a scheme necessary to achieve the welfare gains from risk
sharing. Based on the market outcome on the market for contingent claims, we find
that for a moderate degree of risk aversion of 1.5 a total market volume of 240 billion
USD in 2015 or 0.18% of global GDP and increasing with GDP growth over time.
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This amount is substantial and would imply significant institutional and governance
challenges. Still, compared to, e.g, the 359 billion USD of total global climate finance
as estimated by the Climate Policy Initiative (2013) for 2012, the magnitude seems
reasonable, even if this risk sharing/transfer scheme does not contain any mitigation
or adaptation measures but only looks at the welfare maximizing risk sharing across

world regions.

Finally, while the public good nature of climate change renders global cooperation
hard to achieve, this should be substantially less difficult to achieve global welfare
gains from insuring against idiosyncratic uncertain climate impacts. The use an
extended welfare frameworks based on Epstein-Zin (1989) preferences allows to
further improve the realism of integrated assessment model such as the one used to
better evaluate the cost of uncertainty on climate impacts. In particular, for more
reasonable degrees of risk aversion, the insurance scheme becomes more costly for
the regions expected to bear higher damages, and the volume of the transfer scheme
increases slightly. Still, ex-post equalization of consumption differences are achieved
as predicted by the proposition and the insurance scheme is incentive-compatible.
For future research, it would be interesting to consider differing risk attitudes across
regions or countries. In this case, one can solve for the equilibrium allocation as we
did to find the optimal risk sharing allocation, even though the main result does not
hold anymore.
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Fig. 1 Relative consumption differences with and without the risk-sharing scheme (in 2050)
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Fig. 2 Contingent claims bought and sold by different regions (for the year 2050, traded in 2015)
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Abstract

The research deals with the increase in GHG emissions from anthropogenic activities
and press estimate an overview of emissions of carbon dioxide equivalent (CO2e) of
the state of Mato Grosso, as well as designing a scenario for the implementation of
public policies. Emissions were estimated for the sectors of fuel, electricity, soybean
production, cattle, pigs and deforestation, followed by a projection of emissions
between 2010 and 2020 through a nonlinear regression model simple. The
projections for 2020 showed increasing trends for all productive sectors, except
deforestation, which before the representativity induced emission reduction overall
condition. Despite the overall reduction, the Mato Grosso State should implement
environmental regulatory instruments sector to achieve the goal of mitigating

emissions in Mato Grosso.

Keywords: GHG emissions, Projection, Mato Grosso, National Policy on Climate
Change.
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1. TEXT
INTRODUCTION

In face of the world dissemination concerning weather change information, we can
note that some efforts has been done to mitigate the environmental damage.
Considering the Brazilian government, some actions about sustainable growth can
be noticed and also in GHG questions. In 2009 the National Policy about Weather
Change was established — NPWC, that sets actions of greenhouse gases emissions
mitigation, in sight to reduce between 36,1% and 38,9% [Table 2] the projected
emissions in Brazilian grounds until 2020 — [4].

Some actions for this reduction have already been set in motion, and the goals are in
its majority quantitative. However, one of the problems that have been found is the
lack of information about the actual scenario, and the past years, the low numbers of
specific methods that quantify and estimate those emissions. In this context, this
research is about the GHG anthropic emissions, and given the calculation difficulty
and scarce bibliography, especially on municipal, regional and state levels, it
estimates the CO2e emissions of representative part on Mato Grosso state levels,
looking for directing the possible implementation of public policies and environmental

regulation instruments about emissions mitigation of greenhouse gases.

The specific objectives are: a) estimate the Greenhouse Gases anthropic emissions
of CO2 equivalent in Mato Grosso between 2000 and 2009; b) identify the activity
sectors with the higher emissions percent; c) elaborate a emission projection by
sector for 2020, which will sustain the implementation of appropriate policies that has

the objectives converging to minimizing emissions.

In this paper methodology, calculations were used to estimate CO2e emissions by
activity sector in the state of Mato Grosso and the nonlinear model of regression to
estimate the projected quantity of CO2e emission in 2020, reference year set by
NPWC as limits to reach the emission reduction goals. The detail of information
required for this research and its sources that provide this information can be found
on [Frame 1]. Highlight that the emissions and projections were estimated for Mato

Grosso mesoregions and after were elaborated for the whole state.
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METHODOLOGY

The methodology is well detailed in [25]. Specific methodologies were utilized to
estimate for each sector, the Top Down Methodology to estimate the fuel emissions,
for electricity emissions a adapted methodology were utilized from emission
inventory. To estimate the CO2e emission by the sectors of land change usage and
forest, were used deforestation increment by emission factor hectare/year, for cattle
sector were used animal emission factor/year, for agriculture the biological fixation

factor in hectare/year.

Factors presented in the [Frame 2] were used to perform the calculation of
greenhouse gases emissions by municipality, subsequently clustered up in
mesoregion by sector like: deforesting (vegetal biomass burn), cattle ranching
(enteric digestion and animals in pasture), swine culture (enteric digestion and
decomposition of waste) and soy farming (nitrogen biological fixation). All data are

presented in ton of equivalent COZ2e.

The CO2e emissions projection for 2020 were established to give foundation to the
law number 12.187 of 2009, on its article 12, which says:

To achieve the objectives of NPWC, the country will adopt as national voluntary
commitment, actions to mitigate emissions of greenhouse gases, with a view to
reducing by 36.1% (thirty-six point one percent) and 38 9% (thirty-eight and nine-
tenths percent) their projected emissions by 2020 [4].

To make possible the CO2e emissions estimate from 2010 to 2020, the Simple
nonlinear regression model were used for the whole state and its mesoregion by

activity sector, this method is better detailed in [25].

% _ Ln(y)
y \/;(8)

y* is the variable that represents the CO2e emission quantity in tons by year and t is
the variable time (year). In this way the regression model will be power type, that can

be written like:

y*i = ﬂotﬂlei 9)

21



SISC, Second Annual Conference
Climate change: scenarios, impacts and policy
Mitigation Policies & Strategies

y* is the variable that represents the CO2e emission quantity in tons by year; Bo, B+
are simple nonlinear model coefficients; ti it's the time variable (year) and ei is the

random mistake.

This method gets the studied parameters if the relationship between the dependent
variable and the model parameters is of linear type, due to this equation (9) it should
be linearized by applying the logarithmic transformation (Equation 10). For the
calculations Excel 2007 ® software version was used. Once obtained the MQO
estimators proceeded to extrapolations for the years 2010-2020, it was used for such
conversion of the original units, the following procedure:

¥, = exp(3, *4/1) (10)

Where vyi is the variable amount of CO2e emitted in original values; i is the amount
estimated variable and t is the time variable (year). Once established this relationship
by the regression model, according [8], we must evaluate the confidence that can be
put on it, performing statistical tests on the setting and significance, which was
performed and showed satisfactory statistical values.

RESULTS AND DISCUSSION

As shown in [Figure 1], deforestation has issued more than 80% of COZ2e of Mato
Grosso between 2000 and 2005, with a reduction in 2006-2008 to about 60%. In the
period 2009-2011 emissions related to deforestation dropped to about a third of
CO2e emitted in Mato Grosso. On the other hand, the production of cattle has
expanded continuously, generating methane gas emissions that have been
established as industry leading emitter of greenhouse gas. It can be said that there
was a substitution between emissions from deforestation emissions by cattle, which

became the major economic sector emitter of CO2e.

Other two sectors that stand out are the fuels and soybeans. Fuels expanded its
share of about 2% in 2000 to a share of around 7% from 2009-2011, influenced both
by the reduction in total emissions as the expansion of domestic productive activity
that requires large flows of diesel, as the transportation of inputs and export of final
products to and out of Mato Grosso. Soybean expanded its emissions of around 1%
in 2000 to 4% in 2009-2011, confirming the expectations of incorporation of new
productive areas and becoming the largest producer of this oilseed in Brazil.
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While illegal deforestation can be controlled with command and control actions from
the existing legislation in the country, the difficulties of reducing other emitting sectors
such as fuels, cattle, swine and soybeans reside in the complexity of the activities
and the need for various technical studies to verify the best ways to mitigate the

emission without cooling economic activities.

This way the optimal scale for ecological economics would not be reached, in which
the physical increase in economic subsystem has to cost more than the benefit it can
bring to the welfare of humanity, in other words, the point where the growth of
productive activity becomes uneconomical (Daly and Farley, 2004 [6]). Therefore, in
this line of thought, the state has a role to play, according to Romeiro, Rydon and
Leonardi (2001) [23] placing limits on the use of the environment, usually through

command and control policies.

However, unlike the illegal deforestation that can be contained with instruments of
command and control, licit economic activities can’t simply be prohibited. In this case
should be preponderate economic instruments as auxiliary measures to mitigate
emissions, since the trend of expansion of a sector and the possibility of generating
pollution above the desired range is identified 2020 CO2e emissions projection

Comparing the target relative to the base (2005) year, the state already in 2006
would meet the reduction target, considering that about 57% reduced emissions from
2005 to 2006, which shows a very high baseline. That is, despite a considerable
reduction, the values were still significant. As the NPWC was established in 2009,
analyzing the results of the projections goals based on emissions this year (81.9
million tons of CO2e, according to [Table 1]), so the goal is considered that in 2020
the state should issue between 52.2 and 49.9 million tons of COZ2e.

The regressions were run for each emission sector of the state, the estimated
equations were significant, the coefficients of determination were greater than 80%.
After analysis of the significance and tests to assess the quality of the adjustments
proceeded to projection of the amount of CO2e emitted from the year 2010 to 2020,
from the estimated equations. The results are shown in [Figure 2], where the
emission from the fuel, energy, cattle, pigs and soybean sectors have increasing
trend. Only the sector of deforestation show tendency of decrease by 2020.
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The increasing projection of emissions by fuel sector can be explained by population
increase, expansion of purchasing power in the state, the urban agglomeration as
well as deployment of new industries and also the use by the agricultural sector,
which has responded to exogenous demand within the country and the global
economy. The information and projections show that there is a need to implement
policies to reduce emissions from the fuel sector to achieve the reduction target. In
particular, the replacement of fossil fuels with renewables like ethanol and biodiesel

and creating a possible maximum quota of fossil fuel use.

Projections of CO2e emissions from the energy sector showed an increasing trend,
issuing more than 150 tons of CO2e in 2020. This trend can be explained by the
growth and development of urban spaces, along with the increase in population as
well as the expansion income that is linked to the consumption of appliances.
However, emissions from this sector, despite showing increasing trend, about 9%
from 2010 to 2020, show no great need of attention of public policies, as would

represent less than 1% of the emission target for the state in 2020.

As Allison (2012 [1]) scientists can contribute greatly through the expansion of
knowledge of agricultural practices that can deliver multiple benefits and the link
between agriculture and forestry. Several public policies indicate the direction of
sustainable agriculture and eventually the sector will accelerate the introduction of
new sustainable practices. In other words, increased productivity can happen with
reduced emissions and greater ability to adapt to climate change with less

environmental impact, especially on biodiversity.

Considering the need to summarize in a few words to fit the standards of the article,
further discussions were withdrawn, as analysis for each sector, taking into account
trends, explanations of the growth or decline and policy statements. However, the
main conclusions are highlighted in the next section.

CONCLUDING REMARKS

Agriculture, cattle creation and forest exploration are the most representatives’
economics activities in Mato Grosso. Such activities aggregate many negativities
externalities, GHG is one of them. Concerning the CO2e emissions, the state had
presented elevated quantities, especially in 2003 when it emitted 377 million tons. In

2006 the CO2e emissions reduced about 60% in comparison with the estimated
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emissions for the year of 2003. This reduction can be explain by the fall of the
deforestation increment, recorded from 2006, and followed by subsequent years,
result of instrument of environment regulation of control and command, besides
restrictive economic vectors to productive expansionism. The greatest source of
emission in Mato Grosso by the year of 2008 was the change of land use, but from
that the emissions originated by the cattle sector started to become relevant, scoring

since 2009 greater participation than deforesting.

For the year of 2020 the projections for the sectors revels that the majority of the
sectors presents growth tendencies for the emissions. The fuel sector would increase
6% from 2010 to 2020, electric energy 9%, 12% for the cattle sector, swine 32%, soy
farming 30% and the only one sector that presented decreasing tendencies was
deforestation, with the reduction of 13%. These projections show that because of the
weight of the deforestation sector in the state emissions, its reduction led to the
aggregate contention of the state emissions, besides all the other sectors presented
growth tendencies. In the sum of all, Mato Grosso emissions would reach about
119,5 million tons of COZ2e in the 2020 [Figure 3].

Besides the decreasing tendency presented by the total emissions of CO2e in the
state, it was found that projected quantities got higher values than the emissions
goals of PNMC with 2009 as the base year, in other words, it's not sufficient to
accomplishes the government reduction goals, estimated in this paper between 52,2
and 49,9 million tons of CO2e. Special attention is suggested to the cattle sector,
land use change, fuel and soy farming.

In the case of land use change, the central question is the complete
institutionalization of existing laws, in illegal deforestation and in acceptable handling
practices. The implementation of laws is the basic instrument for emissions mitigation
in this segment that can be complemented by economic instruments like REDD, PSA

and MDL, which should conduct the liquid emissions closer to zero.

For cattle, we highlight the evolution of emission because of the intense growth
tendencies for the next years. There are policies for emission reduction for this sector
and the majority suggests change in the animals feeding components and change on
the long term handling, acting in the final productive. Opens up a huge tecno-
economic trajectory that needs to adjust technical parameters related to the GHG
emission conjugate with the capacity of keeping the accumulation rate of the sector,
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because reducing the ruminants objective capital rotational time, probably will be

contention in methane emissions.

Another important sector to be planed is the fuel one. This sector also presents
growth tendencies of emission for the next year, showing the need of substitution by
cleaner sources of energy, like biodiesel and ethanol. Also suggest focusing on
automotive industry that can develop low emission vehicles this innovation is more
studied when encouraged by environmental regulation instrument like carbon credit
that has been gain significant values, in countries that signed the emission reduction
obrigatorities and the others.

The emissions coming from soy farming also occupy a highlighted place. Regarding
the smallest representative against all other emissions, has been presented with
values and growing tendencies, what may become exponential in face of it's
importance and utility for for human and animal feeding, basic product for energy,
lubes, plastics and others. On what has been exposed the suggested mitigation
policy for the sector is the nitrogen biological fixation that reduces production costs
and improves fertility. The percentage and efficiency of emission as emissions
mitigation also must be researched.

Almost all the actions for emissions mitigation presented on the researched
literatures comes from neoclassic foundations, specific environmental economic, on
which there are studies to find techniques and means to reduce the negative
externalities and the environmental impact giving the chance for optimum allocation
and allow, at the same time, the activities expansion. The concern in this approach
line is the search for equilibrium points that guarantee to the producer the maximum
profit and to the consumer the maximum satisfaction, not caring about the acceptable

pollution scale by the natural environment.

For ecological economy, above all, the studies should, prioritize researches to find
the optimum scale, which would be the point that the system could support the
expansion of the activities. In the case of “Pacto Nacional pela Valorizacdo da
Floresta e Fim do Desmatamento na Amazbnia’, some ecological economy
foundations are presents which highlights the Amazonia zero deforestation. The
sustainability is prioritize in this, focusing on long terms. As PNMC which limits the

growth scale, setting reduction goals for the emissions.
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Can be observed that there are some emissions mitigation policies in the state, but,
the scientific framework still needs to evolve in technical aspects to make possible
more GEE emissions reduction and enable to reach the PNMC goal that estimated in
this 49 million. The environmental regulation instruments, applied as command and
control and as economic incentives shows that are quite effective at emissions
mitigation. Ecological economy presupposes, the state has a role to play,
establishing boundaries on environmental usage, providing the foundations of
sustainable development, meet the present needs without compromises the welfare

of future generations.
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Frame 1 — Necessary information description for research and source data.

Source Activity Data Data source
Fuel, stationary and mobile Municipal sales ANP
sources
Electricity Total consumption of electricity by City SEPLAN/MT
Change in land usage Deforesting increment INPE
Livestock (cattle e swine) Number of animals (cattle/swine) IBGE
Agriculture Soy farming area IBGE

Source: Author made (2013).

Frame 2 — Sectors of land usage and change of land usage considered in this paper and its respective

GHG emission factors.

Emission factor
Sector Process
(equivalent t CO,)
Enteric digest 1,34 t CO; animallyear
Cattle
Animals in pasture 0,39 t CO; animal/year
Livestock
Enteric digest 0,025 t CO; animal/year
Swine
Waste 0,025 t CO, animal/year
Agriculture Soy farming BNF 0,59 t CO; ha/ano
Change of land ) » )
Deforesting Transition forest biomass burn 302 t CO; ha/ano
usage

Source: Adapted from Primeiro Inventario Brasileiro (2004), In Lindoso (2009).

BNF: Bilogical Nitrogen Fixation.
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Tab. 1 CO, emissions evolution by Mato Grosso sectors from 2000 to 2011 (thousand tons).

Setor 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011
Combustivel 4.801 4.745 5.305 5.361 6.048 5.325 4.876 5.156 5.828 6.020 6.470 6.934
Energia elétrica 123 137 125 101 134 138 128 127 230 122 143* 145%
Bovino 32.739 34.464 38.378 42.582 44.840 46.107 45.091 44.432 45.012  47.328  49.750  50.630
Suino 42 47 52 56 66 68 72 70 81 93 105 98
Soja 1.715 1.842 2.253 2.605 3.115 3.612 3.435 2.994 3.339 3.441 3.674 3.809

Desmatamento 216.002  216.002  299.225  326.520  311.954  257.162 78.221 77.868 104220 24930  23.553  32.251

Total 255422  257.237 345337  377.223  366.157  312.412  131.824 130.646  158.710  81.934  83.696  93.866

Source: Research data (2011). *Estimated data according to the projection methodology showed on
the methodology.

Fig. 1 Evolution of percentage distribution of CO.e total emissions by Activity sector in Mato Grosso
from 2000 to 2011 (%).

Source: Research data (2011).

Tab. 2 Goals for 2020 of CO,e emission mitigate according to NPWC (thousand tons).

Goals Base year (2005) Base year (2009)
Reduction of 36,1% 199.530 52.273
Reduction of 38,9% 190.786 49.983

Source: Research data (2011).
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Fig. 2 CO2e emissions projection by sector in Mato Grosso state (thousand tons).

Combustivel Energia
7.000 250
<
6.000
2 .‘...000000“ 200
5000 | —e* & o =
£ e * £ DN
& 4.000 3 150 . . -
g g 9% *Tee
= 3000 = 100 .
E 2000 E
1.000 50
- 0
2000 2005 2010 2015 2020 2000 2005 2010 2015 2020
Tempo (ano) Tempo (ano)
Bovinos Suinos
£0.000 140
50000 [ eeesseets 120 s
— TS - ot hd
£ 20000 —5* g ¢ _Lo*
K] +® '_; 80 Y . 4
g 30.000 S & et”*
= = P g
E 20.000 E 40 ¢
10.000 20
N 0
2000 2005 2010 2015 2029 2000 2005 2010 2015 2020
Tempo (ano) Tempo (ano)
Soja Desmatamento
5.000 350.000
‘e
5.000 +* 300.000 -
—_ P 24 ¢ — ES
® 4.000 < @ 250.000
N E ¢ = L3
B AR 2 B 200.000
@ 3.000 * ]
2 o* £ 150.000
E 2000 53 E 100.000 ~—
oo <
1.000 50.000 ‘e L J ’—’—‘-‘-‘-’
@
2000 2005 2010 2015 2020 2000 2005 2010 2015 2020
Tempo (ano) Tempo (ano)

Source: Research data (2011).

33



SISC, Second Annual Conference
Climate change: scenarios, impacts and policy
Mitigation Policies & Strategies

Fig. 3 General CO2e emissions projection in Mato Grosso state (thousand tons)..

Source: Research data (2011).
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CO, emissions by a university campus: assessment,
uncertainties and reduction strategies

Caserini S.", Scolieri S. ' and Perotto E.2
'Politecnico di Milano, Department of Civil and Environmental Engineering -
Environmental Section - Italia, 2Politecnico di Milano, Servizio Sostenibilita di Ateneo
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Abstract

This paper shows the results of a detailed quantification of CO, emissions by the
“Politecnico di Milano - Leonardo Campus”, one of the largest university campuses in
Italy. The assessment considers all direct and the most important indirect emissions,
and is based on a comprehensive collection of data provided by facilities of the
University and by external companies handling some campus services, as well as
CO, emission factors used in literature.

Total CO, emissions were 21.5 kt/y for the year 2011, with a per capita value of
about 1 tCOy/person (students, professors and employees). The categories with the
highest percentage of emissions are those related to electricity consumption (47%),
motorized access to the campus (29%) and heating (15%). The uncertainty analysis,
carried out with the error propagation method, allows quantification of the range of

variation of the estimate (about + 4.2% at 95% c.i.).
The results obtained were compared with those of other national and international

universities; the comparison shows significantly lower emissions by Italian
universities, as compared in particular to campuses in U.S.A.. Lastly, a number of
reduction strategies have been identified, aiming to achieve a reduction target of 24%

in comparison with emissions in 2011.

Keywords: CO,, emission, university, uncertainty, mitigation.
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INTRODUCTION

Following a widespread increase in awareness of the importance of the global
warming issue, over recent years an increasing number of European and non-
European universities have begun to monitor their energy consumption and assess
their greenhouse gas emissions. In order to assess how to make their activities more
sustainable, they have prepared greenhouse gas emissions inventories and
established reduction targets (citare dei rapporti da mettere in biblio, es, Smith et al.,

2011) e.g. Yale University, University of Texas at Austin).

In this context, in 2011 the “Politecnico di Milano” and “Universita degli Studi di
Milano” universities launched the "Citta Studi Sustainable Campus" project [1] and
joined the International Sustainable Campus Network [2], with the aim of making the
Citta Studi university district (a 5 km? area in the center of Milan) an example for

quality of life and environmental sustainability.

Various initiatives have recently been undertaken by the Politecnico di Milano with
the purpose of reducing energy consumption and related emissions into the
atmosphere (in particular CO,). Various activities by the technical areas have begun
to monitor and control energy consumption, while other projects addressed to
students and staff (e.g. the publication of a behavior code - written in wiki mode)
have been undertaken and aim to improve studies focused on the university itself.
The work presented in this paper falls into this perspective, and is based on a master
thesis that made the first inventory of CO, emissions by the Leonardo Campus and

proposed a strategic portfolio of actions aiming to reduce CO, emissions [3].

1. METHODOLOGY AND DATA COLLECTION

The study focuses on the “Leonardo Campus” of the Politecnico di Milano, located in
the Citta Studi district of Milan, the historical and largest campus of the Politecnico di
Milano, covering a floor area of 185,990 m? and attended by about 20,000 people,
around 17,000 of whom are students. The various types of emissions are divided
according to the "Scopes" and the categories defined by WRI/WBCSD GHG Protocol
[4] and ISO 14064 [5]. Table 1 lists all the categories analyzed according to the
WRI/WBCSD:
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Scope 1

Emissions from sources owned
or controlled by the university

Motor vehicles owned by Politecnico di Milano
(Departments and Central Administration)

Combustion in thermal power unit

Motorized transport of Central Administration personnel
(missions)

Motorized transport of Department personnel (missions)

Scope 2

Emissions from energy sources
purchased by the university

Electricity consumption

Scope 3

Emissions from sources that do
not belong or are not directly
controlled by the university

Motorized transport for commuting to the Campus

Motorized transport of Erasmus students

Tab. 1 — Emission sources divided according to the GHG Protocol scopes.

In this study, emissions from waste disposal and wastewater, gas coolers and

laboratories, and those resulting from the embodied energy in purchased goods and

services have not been considered. Data collection in these areas is in fact difficult

and inaccurate, and the estimation methodology is still under development. In fact, as

shown by similar assessments made by other universities [6, 7, 8], the greatest

uncertainties are attributable to these sources. However, a preliminary assessment

shows that these emissions are of minor relevance in the case of the Politecnico di

Milano.

CO; is the only greenhouse gas considered, as in many other similar papers; it

accounts for 98% of the total emissions by a university, and its value increases

further when analyzing emissions from fossil fuel combustion.

The methodology for estimating emissions is based on the following general formula:

Etot = i (ADi -EFi) (1)

where:

Etot = total emission

ADi = activity data concerning source i

EFi

= emission factor concerning source i

Emission factor is defined as the amount of emissions of a given source for a unit of

activity of the emitting source. Activity data is a quantity able to describe an emissive

activity in the best way, e.g. fuel consumption in the case of combustion, km driven in

37



SISC, Second Annual Conference
Climate change: scenarios, impacts and policy
Mitigation Policies & Strategies

case of car use). This formula is thus usable for the various types of categories

considered.

Although the study refers to the year 2011, the activity data were collected for
previous years too, where possible, with a view to analyzing variability and the

factors that most influenced their variations.

To build the emission inventory, it is necessary to find a substantial amount of
information and data. It has been a very laborious task, due to the lack of integrated
monitoring of consumption and information and due to the fact that it is sometimes

impossible to know the real availability and reliability of the data.

The emission assessment is based primarily on detailed data collected from various
offices of the university, as well as from external companies that handle some
services, such as the biggest heating plants of the campus. Where such data were
unavailable, proxy data closely correlated to the activity data were used; otherwise,
data gathered from surveys or samples were used. For example, in the case of
heating, for some small boilers it was necessary to infer their fuel consumption
calculating it from the power of the thermal unit and the equivalent operating hours

per year of the source.

For the transport sector, we processed data from a survey carried out in 2010 by the
Mobility Management of the university, which made it possible to quantify the annual

travel by the teaching staff, researchers, administrative staff and students.

To estimate the emissions due to business travel by teaching staff and researchers
(e.g. to attend meetings or conferences), a sample analysis was also conducted in
one department (DICA- Department of Civil and Environmental Engineering) and
then extrapolated on the basis of the total numbers of permanent staff (including

teachers and researchers) of the university.

Emission factors for each type of fuel and method of transportation (e.g., cars, trains,
planes) were found in literature [9], in some cases specific for Italy [10] or for the

Lombardy region [11].
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2. RESULTS

The total CO, emissions by the Leonardo campus amounts to 21.5 kt/y for the year
2011, with a per capita value of 1.08 tCOy/person (considering the teaching staff,
non-teaching staff, and students). As shown in Figure 1, the categories with the
highest percentage of emissions are those relating to electricity consumption (47%),

motorized access to the Campus (29%) and heating (15%).

6.9% 1.6% B Heating

Electricity consumption

B Vehicles owned by the

) universit
29497 Y

B Motorized transport for
commuting to the Campus

= Motorized transport of
personnel (missions)

0.2% Motorized transport of
Erasmus students

Fig. 1 - Breakdown of total CO, emissions by the Leonardo Campus by source.

97% of emissions for heating derive from the use of natural gas in heating plants,
while 3% comes from the use of gas oil. These data have been substantially constant
over the past 6 years. Of the total 8.2 ktCO,/y assessed for motorized access to the
campus, 78% is contributed by students and 22% by lecturers, researchers and
administrative staff. The largest contribution to emissions from transport [Fig. 2]
results from the use of cars (55%) and travel by train (36%). Even though the train is
more frequently used (45% of people commuting to the campus travel by train), cars
contribute more to CO, emissions, due to their higher emission factor in terms of

g/pass./km.

The greater part of emissions from business travel by university professors and staff
derive from the use of aircraft (87%) and only a minor share is due to travel by car
and train (9% and 4% respectively). Consumption of fuel used for vehicles owned by
the campus is very limited, although growing, and derives from the use of gas oil
(74%), gasoline (19%), methane (5%) and LPG (2%). Finally, total CO, emissions for
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transport of 'Erasmus students derive mainly from "short haul" flights (routes with

mileage less than 3,700 km).

1.9%
Cars

B Motorcycles and
mopeds

gBus/Tram/Trolley
54.9% '
B Train

B Underground

2.3%
4.7%

Fig. 2 CO, emissions due to differing means of transportation used to access the Leonardo Campus.

3. EMISSION UNCERTAINTY

Uncertainty in emission assessment arise from the uncertainties associated with
emission factors and activity data. The first depends on how specific and accurate
the emission factors are for the analyzed situation, while uncertainty of activity data is
related to their availability, the type of procedure for their retrieval and how far these

data represent the actual emission source.

Uncertainty associated with CO, emissions by Leonardo Campus was assessed
using the methodology proposed by the IPCC and currently in use for GHG
inventories, based on the error propagation theory [12]. The method is based on a
semi-quantitative approach, in which the uncertainty of emission factors and activity

data for each type of source is allocated to one of the following five categories:

- Very high uncertainty: + 20%
- High uncertainty: £ 10%
- Average uncertainty: £+ 5 %

- Low uncertainty: + 3 %
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- Very low uncertainty: £ 1 %

The definition of these values, based on expert judgment, take into account the
assessments of uncertainty of emission factors and activity data available in the

National emissions inventory [13] and in the literature [14].

Activity data in the transport sector are more uncertain, while uncertainties due to the
emission factors and parameters such as density and heating content of fuels are
smaller. After assigning a category of uncertainty to each type of data used for the
inventory, the error propagation law was used to estimate the uncertainty of
emissions by each single source, and of the total emissions by the Campus. In this
method, the uncertainty in absolute and relative terms of a variable E, deriving from

the product of two variables AD and EF, can be obtained by the following formulas:

Where:

- Y, AD;, EF; = uncertain variable
- ) , = uncertainty as absolute values
- , , = relative uncertainty, where is half of the 95% confidence

interval of the total (average value), expressed as a percentage

The error propagation law provides the following formula to estimate the uncertainty

of the total CO, emissions, that is the sum of emissions from all sources:
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The relative uncertainty of the total CO, emission on the campus is equal to 4.2%,
and determines a 95% confidence interval for total emissions between 20.6 and 22.5
ktCO,/y [Tab. 2]. The largest contribution to uncertainty comes from the transport
sector, in particular from motorized transport used for access to the campus. Overall,
the low value of the uncertainty is due to the fact that, although some categories are
characterized by high uncertainty, the activity data and emission factors of the two
sectors that contribute most to the total emissions (electricity and heating) are

quantified with a high accuracy.

C 0, emissions (t/year) Relative
Average 95% C.i. uncertainty
Electricity consumption 10,115 9,972 - 10,258 1.4%
Combustion in thermal power units 3,211 3,052 - 3,369 4.9%
Motor vehicles owned by Politecnico di Milano
. . 41 40 - 42 2.49

(Departments and Central Administration) 0 4
Motorized transport of Department personnel (missions) 25 22 -28 10%
Motorized transport for commuting to the Campus 6,354 5,506 - 7,201 13%
Motorized trgnsport of Central Administration 1,455 1,198 - 1,713 18%
personnel (missions)

Motorized transport of Erasmus students 343 307 - 379 10%
Total 21,544 20,098 - 22,990 4.2%

Tab. 2 CO, emissions by the Leonardo Campus: average value, 95% confidence interval and relative

uncertainty.

4. COMPARISON WITH OTHER UNIVERSITIES

Estimated per capita and per unit area emissions from electricity consumption and
heating of buildings, are compared with those of Italian and foreign universities. The
data used for comparison were collected from literature sources and from information
collected directly by the Energy Manager of the universities. The sample of 46
universities (29 in Italy, 10 in other European countries, 5 in U.S.A., 1 in Canada and
1 in Australia), was subjected to statistical analysis to study the variability of data and

to identify the presence of outliers.
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Electricity and heating consumption shows high variability, due to the influence of
several factors such as the type of buildings and their year of construction, the fuel
used, the type of installed heating and cooling systems. In addition, the type of
university is important; as an example, if in the campus there are Departments of
Physics, Chemistry, Engineering, and Medicine, energy consumption increases
substantially, due to the presence of laboratories, fume hoods and air handling units

for pre-heating.

The climate of the city where the university is located does not seem to be a relevant
factor in determining energy consumption; in fact, no correlations were observed
between climatic parameters (e.g. heating degree days) and consumption due to
heating the university; only where universities in the U.S.A. are concerned is it
possible to note a relationship between electricity consumption and the cooling

degrees.

The comparison shows first of all that electricity and heating consumptions are higher
in foreign universities than in those in Europe and in Italy, both when energy
consumptions are expressed in per-capita terms (data available for 22 universities)

and per m? of floor extension of the campus (data available for 33 universities).

60 1.8
1.6
50 14
g 40 N 1.2
2 £ 1
[<=)
& 30 = 08
o 20 0.6
04 —
10 0.2 -
0 - 0-
Italian European  Non-European Italian European  Non-European
universities  universities  universities universities  universities  universities
(non-Italian) (non-Italian)
Energy consumption: heating Energetic consumption: heating
B Energy consumption: electricity B Energetic consumption: electricity

Fig. 3 Comparison of average energy consumption of universities in Italy, Europe and outside Europe.

The emissions of the Politecnico di Milano are placed at a medium/high level in the
Italian university context, but are lower than emissions in Europe and significantly

lower than those in non-European countries (Figures 4 and 5).
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The average values of CO, emissions per capita and per m? are shown in the Table

3 below.
Emission tC 0,/person Emission tC 0,/m?
min average max min average max
Ttalian universities 0.11 0.29 0.49 0.02 0.05 0.07
European universities (non-Italian) 0.35 0.94 4.45 0.02 0.09 0.13
Non-European universities 4.24 4.80 5.71 0.07 0.17 0.22

Tab. 3. Average value of CO, emissions for the sample of Italian, European and non-European

universities.

5. REDUCTION STRATEGIES

Based on the results, it is possible to make an initial assessment of strategies to
reduce energy consumption and motorized travel, and consequently their emissions.
The main options considered are measures for energy saving, energy efficiency and
operational improvement, as well as minimization of motorized travel.

The main actions focus on plant overhaul, aimed at reducing waste electrical and
thermal energy (such as use of window opening sensors, installation of occupancy
sensors, diversified curtain opening sensors, installation of daylighting sensors,
better distribution of light switches, local regulation of air conditioning terminals,
installation of timers), as well as the introduction of a trigeneration plant to produce
hot water for central heating, chilled water for air conditioning and electricity.

New measures to reduce business travel by air are provided including the use of
video conferencing and increased use of travel by train.

Strong communications and marketing campaigns are planned to reduce the number
of people (students, professors, staff) who travel by car to reach the campus. Given
that actions that require coordination with other bodies managing transport policies
on urban or regional scale are not taken into consideration, it has been assumed that
it would be possible to shift 20% of car travel to / from the campus originating from
suburban areas, and 30% of that originating in urban areas to train or subway.
Overall, the established emission reduction scenario shows that the actions identified

would be able to achieve a 24% reduction in the emissions by the Campus previously
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assessed for the year 2011. The action aiming to increase energy efficiency and use
of renewable sources provide the largest contribution (73% of the total reduction),
while the contribution of plans to cut electricity and heating consumption is smaller.
The measures identified in the transport sector lead to a limited reduction, equal to
12% of the total reduction (Tab. 4).

Based on the timeframe for the action, the analysis considers the reductions to be
achievable by 2020. In this case, it will be possible to achieve and exceed the
emissions target of “-20%”, identified in the “2020 European Energy and Climate
Package” and in many commitments by other universities with reference to the year
2020 (e.g.: Yale Univ -43% compared to 2005, Brown Univ -42% compared to 2007,
Oxford -33% compared to 2005; Harvard -30% compared to 2006 by 2016).

It may be possible to increase reductions in emissions by the Leonardo Campus by
introducing new categories of emissions, such as those included in Scope 3, arising
from the life cycle CO, emissions of goods and services purchased by the university
and from waste disposal.

However, the possibility of easily measuring the electric power consumption, which
represents the largest source of CO, emissions (even if it is an indirect source), has
clear advantages, and will allow monitoring of the achievement of reduction targets in

a more accurate and timely manner.

Reference  Scenario with Change % change % change
(2011) actions g per sector of total
kt/year kt/year kt/year % %
Motorized transport for commuting 6.4 6.1 03 4.0% 50,
to the Campus
Motorized transport .Of .Department 15 11 04 959 79,
personnel (missions)

Electricity consumption 10.1 6.3 -3.8 -37% 73%

Heating 3.2 2.4 -0.8 -25% 16%

Total 211 15.9 -5.2 -25% 100%

Tab. 4 — Leonardo Campus CO, emissions in 2011and in the scenario with interventions
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6. CONCLUSIONS

The work shows that it is possible to make a detailed estimate of the CO, emissions
of a large university with a low level of uncertainty, identifying the sector most
responsible for the emissions, in order to define an effective mitigation strategy.
CO; emissions by the Politecnico di Milano — Leonardo Campus are estimated at
about 21.5 kt/y for the year 2011, with an uncertainty of about 4.3%. Per capita and
per unit of floor area emissions are aligned with middle-high values of many other
Italian universities (of which it has been possible to obtain emission values), but
considerably lower than those of non-European universities.

In order to reach a more complete, accurate and updated assessment of CO,
emissions by all the Politecnico di Milano campuses, it is considered necessary to
systematize energy consumption monitoring, creating an integrated database that
provides a direct and periodic flow of data. This will also allow us to monitor the effect
of the action implemented on CO, emissions and the distance from the emission
target that could be adopted by the University in the future.

In this context, problems may arise mainly from the monitoring of the data needed for
the assessment of CO, emissions from motorized travel to the campus, i.e. modal
split of student and travel distances. These data are characterized by significantly
higher margins of uncertainty, which could only be reduced by specific surveys.
Nevertheless, the analysis carried out on the possible reduction strategies shows that
this sector, which accounts for about 29% of total emissions, may provide a limited
contribution to reducing overall emissions, while more substantial reductions are

expected from energy efficiency measures.
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Abstract

The climate change agenda requires in the near future adequate financial flows in
order to support mitigation and adaptation efforts and the low —carbon development
of emerging and new economies. The potentials of Public-Private Partnerships
(PPPs) - as a risk sharing structure in order to bring private funds on the table - are
presented in the new climate change context, offering a fresh contribute to the

discussion of climate finance and public finance practitioners.

The paper, based on the analysis of a panel data of two decades (1990-2011), first
presents global evidence that international climate agreements are among the key
drivers of PPP renewable energy investments in developing countries, second it
discusses and provides recommendations on PPPs as a good financing model to
mainstream climate change into the development agenda of emerging and less-

developed economies.

Keywords: Public-Private Partnership, PPP, climate change finance, infrastructure

50



SISC, Second Annual Conference
Climate change: scenarios, impacts and policy
Mitigation Policies & Strategies

1. INTRODUCTION

The 17th UNFCCC Conference of the Parties (COP) held in Durban in 2011
reaffirmed the urgency of adequate financial flows in order to support both mitigation
and adaptation efforts. In this occasion, convened Parties confirmed the commitment
to reach the financial goal of 100 billion USD investments per year by 2020 from

developed to developing countries.

For the first time, this year, IPCC in its Fifth Assessment Report includes a specific
chapter on Cross cutting investment and finance issues and states, with medium
evidence and high agreement, that: Resources to address climate change need to
be scaled up considerably over the next few decades both in developed and

developing countries’ [28]

Recognizing that a global effort is needed to enhance ambition and close the current
gap effectively, participants to the COP highlighted several ways in which this could
be achieved, including the role of national governments, international cooperation,

the private sector and how to mobilize resources.

In a period of shrunk public resources, the emphasis given to the potential role of the

private contribution appears obvious.

As a form of cooperation between the private and public sector, the public-private
partnerships are not a new phenomenon or a new way of doing public policy. To
incorporate the technical expertise, innovation, the financial capability, cost-
effectiveness and economic efficiency of the private sector when providing public
goods and services is not an idea of the last century.

The involvement of private sector in the traditional public policy investment has met
with different degree of acceptance and resistance during the world development
history. There has been a golden age of concessions contracts in Europe during the
century following the industrial revolution; it was the time of the expansion of cities, of
the development of public services for the water and energy supply and of the
construction of big transport networks. Private entrepreneurs were deeply involved in

1 Chapter 16, Working Group III contribution to the IPCC 5th Assessment Report "Climate Change
2014: Mitigation of Climate Change
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the creation of railways at that time and the concept of involving and promoting the
private enterprise was well supported by the new ideals brought by the French

Revolution. [5]

In particular, PPPs are connected to the infrastructural development of countries.
Countries like Italy, Spain and France, they all have utilised the PPP model in order
to develop their national transport system? the quality of which is often used as
criterion to judge the country’s competitiveness. Data from the Private Participation in
Infrastructure (PPI) project database of the World Bank and the Public-Private
Infrastructure Advisory Facility (PPIAF) shows a steadily growth of investments in
infrastructures in the developing countries [Fig. 1] and national PPP programs

account for a large share of investment®.

Notwithstanding the low recovery faced by the developed countries, developing
nations are expected to continue to grow and will need massive investments in
energy, urban systems, transport, agriculture. There is scope for developing

countries to invest in a low-carbon future without sacrificing their growth.

2. AIM OF THE STUDY

The present work focuses on PPPs opportunities in developing countries and on the
role that PPPs can play in meeting their development goals.

Existing literature on this issue is in fact very limited. International Finance
Corporation (IFC), the “private” arm of the World Bank has dedicated the second
issue of its quarterly journal on PPPs “Handshake” to climate change. Other studies
include the work done by PPIAF in its role of disseminating PPPs knowledge. Three
years ago PPIAF introduced climate change among its strategic themes. Since then,
the activities conducted on PPPs and climate change seem to be limited in numbers
and mainly related to pilot studies. Furthermore, despite the PPIAF PPI project
database represents a unique and well-acknowledged web resource on PPPs, the

21n 2011 68,8% (in terms of value) of PPP calls published in Italy is related to the transport sector
(Presidenza del Consiglio dei Ministri, 2011)

3 According to a published IMF Working Paper, the total capital value of PPP in Korea was equal to
the 6.7% of GDP at the end of 2008, while in Portugal was equal to the 5.6% at the end of 2007. For
South Africa, Peru, and Canada the figures for 2008 are smaller: respectively 1.7%, 2.6% and 1.4% of
GDP. (IMF, 2009)
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climate change aspect of those projects is either not evaluated, or highlighted to a

limited extent.

The present study aims to offer a contribution to this research area, providing advice
to PPP facilities and practitioners on the investment needs generated by the climate
agenda on the one hand, and advising the climate policy circle on a concrete
instrument to support the climate action through private participation.

3. METHODOLOGY

The study provides an in-depth analysis of the existing PPPs activities and an
evaluation of their role in the climate change affected sectors.

The most comprehensive is the PPIAF database, a collection of more than 6000

projects in developing countries.

An “internal” version of the PPI project database (last update on August 15th 2012)
has been kindly provided by the PPIAF to the author. For the first time, data from
1990 to 2011 are used and analysed according to several dimensions. The
availability of this updated dataset, allowed an evaluation of the very recent trends
registered in the energy, water and transport sectors, tracking the immediate effects
of the 2008 and still on-going financial crisis.

After having analysed and assessed the dimension of the overall phenomenon, the
study focuses on some selected case studies of PPPs project “climate change
labelled”.

In order to select the most representative case studies, we reviewed the publicly
available project portfolios of PPIAF, IFC Climate Change Group and the Climate
Investment Funds, including Climate Investment Fund (CIF) programmes like the
Clean Technology Fund (CTF) and the Scaling Up Renewable Energy Program in
Low Income Countries (SREP).

All of the selected projects can be viewed as “best practices”. We attempted to
identify key elements of success along the projects development cycle: PPPs policy
framework and governance, financing mechanism, role of advisers, procurement

management, contract management, climate change co-benefits.
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4. THE PPPs DATA ANALYSIS

The aim of this section is to assess the magnitude of the overall PPPs phenomenon,
more particularly to assess whether and in which sectors the PPP model has being
used in order to realize projects with a climate change mitigation or adaptation co-
benefit.

In order to present the current evolution of PPPs we used the most comprehensive
database available, the Private Participation in Infrastructure (PPI) Database* The
PPl Database is managed by the World Bank and the Private-Public Infrastructure
Advisory Facility (PPIAF). The PPI database offers a collection of more than 6000
infrastructure projects in developing countries. Its purpose is to identify and
disseminate information on private participation in infrastructure projects in low- and
middle-income countries, as classified by the World bank, recording data on the
contractual arrangements used to attract private investment, the sources and

destination of investment flows, and information on the main investorss.

The PPI Database we used for this work is the version updated on August 15™ 2012
kindly provided by the PPIAF Team®. The database records 5598 infrastructure
projects from 1990 to 2011 with a total investment commitments equal to around US$
2,260 billion.

We analysed a representative sample of 4324 PPP projects operating in sectors that
are affected by climate mitigation and adaptation policies, such as the energy, water
and transport sector.

Tables below illustrate the selection we performed on the PPI database according to
the well defined criteria and give a first outlook to the existing PPP projects in climate
affected sectors. [Tab. 1, Tab. 2, Tab. 3]

The selected sample include 4,324 projects for total investment commitments of
1,212,935 millions of US$. Out of these projects, 352 projects have been classified in

4 http://ppi.worldbank.org/index.aspx

5 See PPI Database Expanded methodology available at
http://ppi.worldbank.org/resources/ppi_methodology.aspx

6 The August 15th 2012 version contains further details on renewable energy projects. Those data
have been gathered in a separate database made publicly available on September 2012 at http://ppi-
re.worldbank.org
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the pipeline since they haven’t reached the financial closure yet, but are in an
advanced development stage’.

As expected, the energy sector still represents by far the largest share of the sample,
followed by the transport sector, both in terms of numbers of projects (respectively
54% and 30%) and investment values (respectively 63% and 30%). [Fig. 2]
Concerning the types of contract, 60% of the projects follow under the greenfield
category (55% in terms of investment value), while another 30% are concession
contracts (more than 31% in terms of investment value), the remaining being lease
contracts and partial divestiture. [Tab.1 ]

Concerning the geographical coverage, the East Asia and Pacific region registers the
largest share in terms of number of projects (almost 35%), while the Latin America
and the Caribbean has the largest share in terms of investment commitment value
(36%). The two African regions together with Middle Least, North Africa and Middle
East and Sub-Saharan Africa remain last, attracting in the area only the 0.07% of the
total number of projects and investments. [Tab. 2]

The largest share of the number of projects is related to operational and under
construction projects (respectively 63% and 20%). Another 8% of project numbers
are currently under development since they haven’t reached the financial closure in
2011 but they are in advanced stage of development. Only the 5% are related to
project cancelled or distressed®, while the 3% of the sample is related to concluded
projects. [Tab. 3]

The in-depth analysis of trends and characteristics of the selected sample provided
us with the following main findings:
- The analysis performed of the two decades panel data presented global
evidence that international climate agreements are among the key drivers of
PPP energy investments in developing countries.
- In particular, the energy sector represents an important arena for the PPP
private players; these, in turn, can represent an important resource for the

7 All projects in the pipeline follow under the energy sector and they account for around 54,700
millions of US$ (constant 2011 US$).

8 A project is categorised as distressed when the exit of the private sector has been formally
requested or a major dispute is ongoing. (http://ppi.worldbank.org/resources/ppi_methodology.aspx.)
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policy makers involved in the deployment or in the definition of a developing
country climate agenda.

- Future energy investments electricity generation segment in the renewable
sector will exceed the investment in the fossil fuels energy sectors, thus
showing the evidence of a progressive switch toward low-carbon sources of
energy. [Fig 3]

- PPPs in renewable energy have been traditionally used for the construction of
large hydro projects (>50MW), looking at future trend [Fig 4], private investors
in pipelines projects seems to prefer to be engaged in PPPs in the wind power
sector, followed by large hydropower plants. Results are consistent with IEA
[21], which foresees a shift from hydro to wind in the renewable sources
development in non-OECD countries.

- The presence of PPP CDM projects shows the role played by the carbon
market in stimulating private investments in the renewable sector [Fig 5]

- On the contrary, PPP investments in water and transport infrastructures
appeared not stimulated by the implementation of the Kyoto Protocol and by
the international discussion on climate change policies [Fig 6].

5. THE CASES STUDIES ANALYSIS

As a complement to the numerical analysis for each sector we selected a best case
study, each of them highlighting specific features leading to success. We then added
a worst-case analysis in the water sector, which nevertheless turned out after few

years in a learning platform for the local authorities.

More in particular the following case studies were analysed:
- Manila Water Company (Manila East), Philippines, Concession for build,
rehabilitate, operate and transfer (BROT), Philippines, year of financial closure
1997
- Maynilad Water Services (Manila West), Philippines, Concession for build,
rehabilitate, operate and transfer (BROT), year of financial closure 1997
- Ouarzazate Concentrated Solar Power Station, Morocco, Concession for

build, own, operate and transfer (BOOT), year of financial closure 2012
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- Kualu Lumpur Stormwater Management and Road Tunnel (SMART),
Malaysia, Concession for build, operate and transfer (BOT), year of financial
closure 2003

- Cochabamba Aguas del Tunari concession, Bolivia, year of financial closure
1999 (project cancelled in 2000)

The case studies in the respective sectors showed the unlocked potentials of well-
managed PPP projects in terms of contributing to climate adaptation objectives and
they further relevant thoughts to the data analysis helping us to formulate the

following recommendations:

Mainstreaming the climate change issue
The PPP model is already part of the adopted solution when referring to

infrastructure investments. In an ideal context, climate change issues should be

simply mainstreamed in the decision making process. Long-term investment policies

such as national infrastructure investment plans or national development policies
may effectively incorporate climate change considerations within the decision-making
variables — as it is already happening in some developed country, like UK.
Nevertheless, especially when referring to the developing countries, the “perfect”
mainstreaming could conceal the climate change objectives, thus risking to lose the
capacity to attract financial resources locked for the climate agenda.

Integration of climate and PPP practices

MDBs, development finance institutions and PPP expertise centres play an important
“marketing” role in implementing PPPs in developing and emerging nations. They are
also at the front-line in their role of advisers, long-term finance provider and
promoters of a sound investment environment for climate related activities, directly or
through their participation in climate funds. Still, there is small emphasis on the
contribution to climate change adaptation and mitigation policies that can be provided
through the adoption of a PPP model. More integration among the climate and PPP

practices already existing would be desirable.

Implementation of databases

57



SISC, Second Annual Conference
Climate change: scenarios, impacts and policy
Mitigation Policies & Strategies

Following the adoption of transparency principles, a number of databases are today
available tracking the development finance institutions activities, highlighting either
their role as private investment stimulus, or as climate investment stimulus. A better

integration of databases, and the creation of a specific climate PPPs focus would

help future research and dissemination of lessons learned.

Ad-hoc climate change PPPs

Policy makers shall promote the right investment for the right objective. In general
focusing investment promotion on a few sectors attracts more resources. Policy
makers shall work out the ultimate objectives they want to achieve bearing in mind

that one cannot serve all. Ad hoc sector oriented climate change PPPs promotion

should be adopted by governments and PPPs focal points in order to take advantage

of most promising sectors. Furthermore, the formal development of climate change
action plans can help in identifying and prioritizing the climate objectives per sector
that can be achieved through the PPP model. The development of National
Adaptation Plans (NAPs) or National Appropriate Mitigation Actions (NAMAS) can be
the right actions for calling the private sector’s contribution to the public interest,
providing them with a portfolio of possible PPP projects.

Targeting success areas

The climate action is calling developed and developing countries to change their
development model, adopting new and sometimes innovative solutions. If mitigation
recalls the adoption of new technologies, adaptation recalls a pure sense of
ingenuity. In both cases the private party can bring in the partnership the right skills
and expertise to put needs into reality.

The case studies reinforced the evidence on the PPP ability to catalyse the private
investment in high technology projects. However, the sustainability of a business
model largely depends on the ability to demonstrate benefits on-the-ground. When
prioritizing a list of actions it is important to first target those areas that will quickly

and easily demonstrate success. This will help to build the right investment

environment for the future more innovative initiatives. CDMs can serve as example in

the climate context.

Climate does not change PPPs governance rules
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Pursuing climate change objectives through the adoption of a PPP, will not alter the

PPP good governance rules. Setting an effective PPP framework made of a sound,

legal, regulatory and institutional environment remain essential. The private party is
traditionally able to pick the business opportunities, as soon as they appear available,
nevertheless building the right perception is crucial: the proposed climate PPP

project shall be perceived as part of a formal, transparent and predictable selection,

evaluation, implementation and monitoring process.

6. CONCLUSION

There is a vast literature on PPP’s management principles on one side, and a huge
literature is emerging on the climate finance needs. However, if we exclude the today
mature discussion on the Kyoto Protocol market based mechanisms, only limited
efforts have been made to investigate existing business models capable to attract the
private party into investment activities, characterised by high public interest and

higher business risk, like the climate mitigation and adaptation projects.

The PPP business model, by its nature, brings private and public parties together in a
long-term formal union, where both parties cooperate during the whole life of the

project. Such form of cooperation therefore represents a good framework in order to

involve the private sector (usually acting with a shorter time frame) in climate related

investments that require a long-term perspective.

PPPs, which have been extensively used in the past to promote the countries
infrastructure development, today represent an interesting business model that need
to be more extensively explored in its capacity to serve the implementation of the
climate mitigation and adaptation agenda of developing nations. In the near future,
policy makers will take more and more into account the opportunities offered by
PPPs to best combine the public and private interest, while the climate action plans
will represent for the private investors a new “good business” opportunity to bring

their ingenuity and innovation.
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Fig. 3 Renewable and non-renewable PPP energy projects in the electricity
generation segment (total annual investment commitments -including pipeline)

Fig. 4 PPPs investments in renewable energy generation by energy sources
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Energy Transport Water and sewerage Total

N. of projects Total N. of projects Total N. of projects Total N. of projects Total

Investment Investment Investment Investment

PPP contract type commitment commitment commitment commitment
Concession 202 125,406 792 204,082 295 52,943 1,289 382,431
Partial divestiture 290 116,420 57 18,909 24 11,203 371 146,532
Greenfield project 1,823 517,548 428 141,191 318 17,425 2,569 676,164
Lease contract 17 494 26 5,760 52 1,554 95 7,807
Total 2,332 759,867 1,303 369,941 689 83,126 4,324 1,212,935

Table 1 Selected PPPs projects by contract type and sector (number of projects and total investment commitments in constant 2011 US$ million)

Energy Transport Water and sewerage Total

N. of projects Total N. of projects Total N. of projects Total N. of projects Total

Investment Investment Investment Investment

Region commitment commitment commitment commitment

East Asia and Pacific 745 182,100 352 102,184 410 39,159 1,507 323,443

Europe and Central Asia 408 113,710 58 23,418 33 4,170 499 141,299
Latin America and the

Caribbean 631 249,786 461 151,200 212 35,046 1,304 436,032

Middle East and North Africa 38 28,520 27 7,873 13 4,033 78 40,426

South Asia 377 153,755 315 68,309 7 391 699 222,455

Sub-Saharan Africa 133 31,995 90 16,958 14 327 237 49,280

Total 2,332 759,867 1,303 369,941 689 83,126 4,324 1,212,935

Table 2 Selected PPPs projects by region and sector (number of projects and total investment commitments in constant 2011 US$ million)
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Energy Transport Water and sewerage Total

N. of projects Total N. of projects Total N. of projects Total N. of projects Total

Investment Investment Investment Investment

Status commitment commitment commitment commitment
Canceled 63 17,402 61 26,132 47 23,464 171 66,998
Concluded 39 6,633 46 3,712 15 705 100 11,050
Construction 447 194,694 242 82,161 169 8,756 858 285,611
Distressed 27 24,560 12 4,183 12 5,731 51 34,474
Merged 55 149 - - 55 149
Operational 1,349 461,551 942 253,752 446 44,470 2,737 759,774
Under development 352 54,878 - - 352 54,878
Total 2,332 759,867 1,303 369,941 689 83,126 4,324 1,212,935

Table 3 Selected PPPs projects by status and sector (number of projects and total investment commitments in constant 2011 US$ million)
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Abstract

Public policy and finance will play a crucial role in meeting Indonesia’s economic
growth and greenhouse gas emissions reduction targets. International and domestic
public actors are now scaling up investment, and different levels of Indonesian
government are setting up frameworks to incentivize the private finance that will
undoubtedly also be required. Understanding which public actors are investing,
through which instruments, what they are investing in, and for what reasons, is
therefore essential. By identifying what is already happening on the ground, we
provide a baseline against which to measure progress and plan scale up. We also
reveal investment patterns that allow us to pinpoint where the biggest barriers and

opportunities exist.
We identify at least IDR 8,377 billion (USD 951 million) of climate finance from public

sources disbursed in Indonesia in 2011. This falls below Indonesian government
estimates of the level of annual finance required by 2020 to meet emission reduction
targets. However, both domestic and international public and private flows are
expected to grow in the next few years as comprehensive national policies on climate

change are fully implemented.
The study also provides an insight into the significant methodological challenges in

tracking and collecting climate finance data in Indonesia.

Keywords: climate finance, Indonesia, public finance
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1. TEXT

Indonesia’s desire to drive economic growth and reduce climate risk is reflected in
the sweeping policy reforms it has introduced in recent years to meet targets
announced in 2009 to reduce greenhouse gas emissions. It is aiming for a reduction
of 26% on business as usual levels by 2020, or of 41% with international support.

Public policy and finance will play a crucial role in meeting these targets. International
and domestic public actors are now scaling up investment, and different levels of
Indonesian government are setting up frameworks to incentivize the private finance
that will undoubtedly also be required. Understanding which public actors are
investing, through which instruments, what they are investing in, and for what
reasons, is therefore essential. By identifying what is already happening on the
ground in Indonesia through this report, we provide a baseline against which to
measure progress and plan scale up. We also reveal investment patterns that allow
us to pinpoint where the biggest barriers and opportunities are.

The Landscape of Public Climate Finance in Indonesia, conducted by the Indonesian
Ministry of Finance’s Fiscal Policy Agency and Climate Policy Initiative (CPI) breaks
new ground. It is the first time CPIl has undertaken a landscape in a developing
country. It is valuable both as an overview of public climate flows in Indonesia, and
an insight into the significant methodological challenges in tracking and collecting this

information.

At least IDR 8,377 billion (USD 951 million) of climate finance from public sources
was disbursed in Indonesia in 2011. This figure of 2011 expenditure falls below
Indonesian government estimates of the level of annual finance required by 2020 to
meet emission reduction targets. However, both domestic and international public
flows are expected to grow in the next few years as comprehensive national policies
on climate change mitigation (RAN-GRK) and adaptation (RAN-API) are fully

implemented.

Domestic Public Climate Finance

National public resources sit at the center of Indonesia’s climate finance landscape.
In 2011, the Government of Indonesia contributed by far the largest share, disbursing
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at least IDR 5,526 billion (USD 627 million) or 66% of public climate finance, through

budget transfer instruments.

The bulk of domestic climate finance (almost 75%) supported essential “indirect”
activities, such as policy development, research and development, establishment of
measuring, reporting and verification systems, and other enabling environments.
These activities will drive the future scale up and effective allocation of finance by
laying the foundation for “direct” mitigation projects. The Government of Indonesia’s
focus on indirect activities makes sense given its role in developing and
implementing policies and frameworks to stimulate direct investments. With the RAN-
GRK framework only introduced in late 2011, high spending rates on indirect
activities was to be expected in this period while national policy frameworks were

established, but could be expected to reduce in the medium term.

In terms of indirect activities, most support was targeted at the forestry sector (73%),
with another 10% targeted at agriculture and 7% focused on energy. This focus
aligns with the fact that a high percentage of Indonesia’s emissions come from the
land sector. Finance for direct mitigation was also targeted to some of the highest
emitting sectors, including transport (35%), waste and waste-water (26%), agriculture
and livestock management (27%), and energy (10%). However, to date, little finance
for direct mitigation has flowed to forestry and land use. Direct adaptation finance

went mostly to disaster risk management.

In 2011, the principal instrument used to transfer money from the state budget was
budget expenditures (IDR 5,975 billion or USD 678 million). This amount included
international money received by central government and channeled directly into the
state budget. These flows were disbursed mainly to central government ministries
and agencies (97%), with expenditures to local governments making up a very small
proportion. Despite the fact that most climate actions will need to be implemented at
the local level, available information indicates that there are blockages to the smooth
flow of domestic climate finance to local government. Urgent work is needed to
understand how to support timely, efficient and effective scale up of public climate

finance at the provincial and district level.

In addition to budget transfers, the central government made investments, mostly
through equity participation in state-owned enterprises (not estimated in this study)
and revolving funds (IDR 1,266 billion or USD 144 million) to support projects and
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activities that generated revenues. However, only IDR 30 billion were disbursed out
of the revolving funds to project activities in 2011. This gap between financial
transfers into the revolving funds and realized disbursements suggest they are not
currently operating as intended. Further work is needed to understand why, and what

improvements might unlock flows.

International Public Climate Finance

International development partners added significantly to domestic public resources
by contributing an estimated IDR 2,851 billion (USD 324 million) to public climate
finance flows. The majority (68%) of international climate finance went to fund direct
mitigation and adaptation projects happening on the ground. A large share of this
(55%) went directly to state-owned enterprises and the private sector (mostly in the
form of loans). The remaining 32% of international public climate finance went to
support indirect activities by central and local governments (e.g. policy development)
and organizations involved in capacity and knowledge building, including private
consultancies, international organizations and NGOs.

International resources were split almost evenly between grants and loans. Loans
went to support infrastructure projects with direct mitigation and adaptation benefits
(e.g. a geothermal power plant, and a drainage rehabilitation project), while grants
were directed to building enabling environments and other forms of readiness.
Disbursements were lower than commitments reflecting challenges for development
partners operating in Indonesia and for the Government of Indonesia to absorb

resources at scale or pace.

Alignment of Climate Finance with National Priorities

Overall, domestic and international public finance resources appeared to be well
aligned with Indonesia’s future policy needs and priority sectors. The sectoral focus
of mitigation activities in 2011 was already closely aligned with emerging national
level plans, such as the RAN-GRK. Some of the most emission intense sectors
benefit from the highest share of direct and indirect climate finance, including forestry
(41%), energy (19%), agriculture and livestock management (10%), transport (9%),

and waste and waste water (7%). As early finance flows favor indirect actions such
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as policy development and enabling environments, this preference suggests
Indonesia is positioning itself well to scale up action in the most important sectors.

Recommendations

Taking into account these high-level findings, we offer the following

recommendations:

Opportunities to increase the flow of climate finance into projects

Designing a dedicated instrument to link national government climate plans and sub-
national expenditures may accelerate delivery of flows to Indonesia’s regions.
National public resources have the potential to drive and impact the future
effectiveness of the overarching system. Central and local governments can play
complementary roles - policy is decided at the national level, while outcomes are
delivered and tracked locally. In this respect, readiness at subnational level is an
important issue. The bulk of future climate actions will need to be implemented at the
local level, but there are challenges in disbursing funding to regions to support

climate activities, and currently, no dedicated instrument or mechanism.

Indonesia’s public financial management framework provides a foundation for
ensuring that international public grants and loans support country-led priorities. In
2011, international development partners directed the bulk of their spending at
priority sectors, clearly trying to align support with Indonesia’s priorities. However,
most international climate finance was disbursed through non-government actors
(68%) and was often not reported appropriately within the Ministry of Finance
system. As such, the Indonesian Government had limited scope to oversee how and
where international climate finance was directed. Reporting international climate
finance through the existing governance framework would enable the Ministry of
Finance to better direct international finance to support priority sectors.

Designing emerging multilateral funds to effectively link both developing countries’
climate change priorities (including Indonesia’s) on one side and funders’ objectives
on the other may help to scale up multilateral flows. Our analysis shows that in 2011,
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bilateral finance (which made up 90% of international flows) flowed more readily in
Indonesia than multilateral finance, suggesting partner countries’ respective interests
were better aligned. Ongoing efforts to finalize governance arrangements for the
Green Climate Fund (GCF) may benefit from a closer examination of bilateral
governance frameworks and lessons they may offer for the new international climate

funding framework.

Opportunities to Improve Climate Finance Tracking

There are multiple opportunities to improve how climate finance is tracked and
reported in most sectors and at most levels of activity. Efforts are already underway
to strengthen current reporting systems. Based on our experience with tracking
climate finance in Indonesia we highlight the following measures that could support
efforts to raise the level and standard of reporting, and help to more comprehensively

track flows:

Detailed guidance on how to determine what activities are climate specific,
particularly in relation to adaptation. This challenge is not unique to Indonesia.
However, urgent work is required to clarify definitions and how they should be
applied at the activity level in Indonesia. In the absence of such guidance, our study
showed that key actors were unable to verify potentially large amounts of climate

specific finance.

A single national system or database for systematically collating comparable
information from the full spectrum of actors. Such a system would greatly increase
the comparability of information on climate finance, and also enable the Ministry of

Finance to direct different finance flows more effectively.

Clearer, more detailed, and more readily accessible guidelines to explain existing
and emerging reporting requirements, including simplified and consistent reporting
templates. Further simplification and training on reporting requirements for all actors
would lower barriers to accurate reporting. Tailored guidelines would be especially
beneficial for international development partners and local government, where it is

currently most challenging to track expenditure and its impacts.
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Methodological Issues

Understanding the significance of our findings on public finance flows in Indonesia

we must also highlight three crucial limitations:

We anticipate the introduction of the national action plan for climate change in late
2011 and roll out to the sub-national level will stimulate an increase in climate-
specific finance in the coming years. Our study is focused on the year 2011 because
it was the most recent year for which a comparatively comprehensive data set on
public spending was available for all actors, and as such also provides a useful

baseline for future similar studies.

The scope of our study captures only the public part of the overarching climate
finance and hence, only part of total climate finance flows in Indonesia. CPI’s Global
Landscape of Climate Finance reports confirm that private finance contributes a
majority of total climate finance flows, a situation that may also be the case in
Indonesia. One study by the Pew Environment Centre estimated more than USD

1,000 million of investment in clean energy assets in Indonesia in 2011.

Although this study makes significant inroads in coding state budget for climate
action, building on and expanding the Ministry of Finance’s Mitigation Fiscal
Framework (MoF, 2012) [2], we were unable to verify a large volume of public climate
flows that may be highly relevant. This was largely due to challenges in classifying
certain development activities as climate specific. In particular, the uncertainty
regarding adaptation activities is very significant, reflective of a larger global issue in
tracking adaptation versus development finance. In total, we identified, but were
unable to verify, approximately IDR 10,008 billion (USD 1,136 million) that may be

contributing to climate outcomes.

2. REFERENCES

1. Ampri |, Falconer A., Wahyudi N., Rosenberg A., Ampera B., Tuwo A,
Glenday S. & Wilkinson J. (2014), The Landscape of Public Climate Finance
in Indonesia. An Indonesian Ministry of Finance and CPI report (forthcoming).
Executive Summary at: http://climatepolicyinitiative.org/publication/landscape-

of-public-climate-finance-in-indonesia-3/.

/6



2.

3.

SISC, Second Annual Conference
Climate change: scenarios, impacts and policy
Mitigation Policies & Strategies

MoF (Indonesian Ministry of Finance) (2012), Indonesia First Mitigation Fiscal
Framework. In support of the National Action Plan to Reduce Greenhouse
Gas Emissions. Jakarta: Government of Indonesia, Ministry of Finance.

Available  from: http://www.climatefinance-developmenteffective-ness.org/

images/stories/Indonesia MFF report.pdf

IMAGES AND TABLES

Fig. 1 The Landscape of Public Climate Finance in Indonesia in 2011

7



SISC, Second Annual Conference
Climate change: scenarios, impacts and policy

Mitigation Policies & Strategies

Public-Private Partnerships in Green Energy
Infrastructure Investments

Alloisio I.

'FEEM, ICCG, CMCC - ltaly

* isabella.alloisio@feem.it

Abstract

The potential of Private Public Partnerships (PPPs) for accessing finance and
reducing capital expenditure (capex costs) of energy infrastructure projects becomes
more and more important in a time of shrinking financial resources, which have
widened the gap between public and private funding. Economic recession has limited
national budget spending and the lending capacities of commercial banks for the
realization of infrastructure projects in the field of energy generation, transmission
and distribution. These, as capital intensive projects, require high up-front investment
and long-term commitment with variable returns into the future. The private and
public sectors can reach a mutually beneficial agreement through a PPP: the private
sector needs guarantees to face risks entailed in the time gap between the project’s
planning phase and its actual implementation, whereas the public sector needs
capital investment and management expertise. According to the IEA New Policies
Scenario, world’s projected energy consumption will require more than $40 trillion in
cumulative investment in energy supply over the period from 2014 to 2035, where
$6.8 trillion in power transmission and distribution lines, and $5.8 trillion of
investments in renewable energy generation. With approximately $71 ftrillion in
managed assets in OECD in the end of 2010, institutional investors such as pension

funds and insurance companies are a very promising source of funding.

Keywords: Public-Private Partnerships, Energy Infrastructure, Risk Sharing, Internal

Rate of Return, Value-for-Money
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1. INTRODUCTION

The 2008 financial crisis significantly restrained the capacity of banks to lend
financial resources in terms of volume, cost, and duration across many sectors,
including the power sector, a situation which caused many renewable energy
projects to be postponed until market conditions improved. The subsequent
economic crisis also endured a series of consequences on the energy market,
ranging from lower commodity prices to reduced demand forecasts. Nevertheless,
renewable energy has maintained its attractiveness for banks and equity investors,
and new funds have been raised throughout the whole crisis period. While in late
2008 and early 2009 investments in renewable generation fell much lower than those
for other types of generating capacity [1], and global investment in renewable energy
fell 3% during 2009, it rebounded strongly in 2010 and 2011, when it reached $260-
290 billion [2]. Interestingly, in the developed countries, where the financial crisis hit
hardest, investment generally dropped 14%, while renewable energy investment
continued to grow in developing countries [3]. In 2012, 25,954 MW of renewable
energy projects with private participation reached financial closure in developing
countries, with total project costs of $46,390 million [4]. In this economic and financial
framework, Public-Private Partnership (PPP) becomes the most valuable instrument
for green energy projects financing capable of overcoming the shrinkage of available
financial resources. Cooperation between private and public actors is pivotal in an
investment decision, since they compensate each other to their mutual advantage:
the private sector needs guarantees to face the risks entailed in the time gap
between a project’s planning phase and its actual implementation, and the public
sector needs capital investment and management expertise. Debt and equity are the
two major sources for investments in renewable energy projects and a well-
structured combination of these two is the key to a healthy investment climate. This is
true especially with regard to the financing of energy infrastructure projects, where
challenges for access to capital can be greater, given the large investment
requirements and the long-term investment horizon. This paper attempts to answer
the following research questions: which financial instruments are best for tackling the
credit crunch and fostering the development of energy infrastructure? Would equity
come from infrastructure funds or institutional investors, such as pension funds or

insurance companies?
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2. PUBLIC-PRIVATE PARTNERSHIPS: A DEFINITION

Although there is no broad international consensus about what constitutes a PPP,
this can be defined as an organizational form that originated from the rapprochement
between governments and private enterprises. It involves contractual arrangements
for designing, financing, producing or operating public projects [5]. Although these
organizational forms vary with national governance systems, PPPs present common
features that allow them to be defined as follows: any long-term association between
distinct legal and administrative entities in the public and private sectors for the
pursuit of ends they would not be able to attain efficiently, effectively, economically,
or equitably on an individual basis [6]. The World Bank has provided a similar
definition: a long-term contract between a private party and a government agency, for
providing a public asset or service, in which the private party bears significant risk
and management responsibility [7].

This definition encompasses a PPP that provides new assets and services
(greenfield), and one that is structured for existing assets and services (brownfield).
PPP includes many contracts in many sectors and for many services, provided that
there is a public interest in the provision of the service, and that significant risk and
management responsibility have been transferred to a private party. The distinctive
characteristic of a PPP is that it builds on a long-term relationship and an extensive
series of agreements between the public and private sectors with the aim of realizing
a project of public interest. Thus, public services provided entirely by the public
sector, or passed on to the private sector through full divestiture (privatization),
cannot be considered a PPP.

Public-Private Partnerships can take a wide range of forms varying in the degree of
involvement of the private entity in a traditionally public infrastructure [8]. A PPP
generally takes shape as a contract or agreement outlining the responsibilities of
each party and clearly allocating risk. If risk is the main driver of supply and demand
for finance, risk sharing is the fundamental characteristic of a PPP agreement
because it facilitates the commitment of the public actors and at the same time the
attractiveness of investment by the private actors. Risk sharing is even more
important in green infrastructure investments, which are typically characterized by
higher risk perception because of the relative immaturity of technologies, markets,
and industries, and uncertainty about public policy. Therefore, policy and regulatory
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risks (certainty over long-term infrastructure planning, risk of corruption in the
budding process), market risks (business risks due to more competitors, change in
consumer preferences), and technological risks (the risk of technology failure,
obsolescence, under-performance) add to already existing financing and liquidity
risks (luck of funding and the variation of the cost of capital). On top of that there is
also a country risk, especially in the case of developing countries, where the
perception of risk is higher than in developed countries and financing risks are higher

because of immature financial institutions and markets.

The graph below [Fig. 1] depicts the spectrum of PPP agreements and the entire
range of ownership structure and investment responsibility, which is a very important

factor that needs to be clearly determined in advance of a PPP agreement.
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Fig. 1 PPP agreements, ownership structure and investment responsibility [9]

When discussing brownfield and greenfield investments, the crucial issue is the
balance between the pre-existing shareholders’ interests and the need to make new
investments and attract new investors. Another important factor is effective regulation
whose stability and straightforwardness are essential for the well-being of PPP
agreements. In the energy sector, Italy, for example, has been able for a certain
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period of time to attract foreign investments to invest in Italian utilities, especially in
renewable energy projects. Nevertheless, the uncertainly in the policy framework and
the fear of retroactive measures, put a lot of strains in renewable energy investments
in Italy, and in particular in the photovoltaic sector. Last but not least, the issue of the
quality of the project, which needs to be useful for the whole community and to have
a long-run strategy. Because of the higher political instability in developing countries,
investors are particularly reluctant to invest in projects with a long-term investment
horizon, such as those in energy infrastructures. Indeed, financing low carbon
infrastructure in economies lacking a good track record in low carbon technologies

requires long-term financing and therefore faces significant risks.

3. BENEFITS AND CHALLENGES OF INFRASTRUCTURE PUBLIC-PRIVATE
PARTNERSHIPS

A growing number of governments from development and developing countries are
using PPPs as a way to supplement limited public sector funding and in order to
meet the growing demand for infrastructure development. But fiscal leveraging is not
the only reason why governments look to the private sector to help them fostering
infrastructure development. There are a number of other reasons [Fig. 2]:

1. Exploring PPPs with the aim of bringing additional sources of knowledge and
technology solutions for innovation by the private sector and thus providing better
public services through improved operational efficiency.

2. Using PPPs as a way of gradually exposing governments and state-owned
enterprises to increasing levels of private sector participation (especially from foreign
direct investments - FDI).

3. Achieving long-term value-for-money through delivering a service to the private
sector in the most efficient way commensurate with acceptable cost limits and

meeting an effective demand for services.

4. Ensuring budgetary certainty of the infrastructure projects’ costs over time from its
design to its operations and maintenance, thus incentivizing appropriate and gradual
risk transfer to the private sector and on time and within budgets delivery of projects.
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5. Making PPPs conducive to developing local private sector capabilities through joint

ventures with large international firms.

6. Contributing to remove barriers to infrastructure innovation as infrastructure
markets are monopolistic by nature and tend not to stimulate investments by new

incumbents [10].

On the other hand, there are a number of potential challenges associated with PPPs
[Fig. 2]:

1. A clear and stable legal and regulatory framework is pivotal for enabling private
investors to enter into PPPs, and defining the rules and boundaries for how PPPs are
to be implemented.

2. Private sector financing will depend upon expectations of a reasonable Return on
Investment (ROI) by the operating cash flows of the project company.

3. The principle adopted is that a service should be delivered in the most efficient
way commensurate with acceptable cost limits and meeting an effective demand for
services. Either the public authority is able to show that it can deliver a service to an
acceptable quality and within a reasonable cost ceiling or the delivery of the service
could be partly or wholly transferred to the private sector.

The concept of value-for-money in service delivery is therefore very relevant [11]. It is
reflected in the principle of effectiveness: the service meets the objectives expected,
i.e. the different groups of service users receive the services they require and are
willing and able to pay for them; and in the principle of efficiency: the service is
provided at minimal cost possible in most responsive manner to user effective

demand.
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Fig. 2 Public-Private Partnerships for a better infrastructure performance [12]

4. PUBLIC-PRIVATE PARTNERSHIPS FOR GREEN ENERGY INVESTMENTS

Risk and return are crucial factors in any investment decision, including renewable
energy investments. The higher the perceived risk, the higher the internal rate of
return (IRR) will be. The risk-return profile that is acceptable for an investor or lender
depends on the type of capital. Public sector funds flow through government budgets
and development banks while private sector funds originate from private and public
finance institutions, institutional investors, capital markets, and corporate cash flow.

Debt financers, like banks, have an interest in ensuring that their loans are paid back
and hence provide funds to less risky, proven technologies and established
companies. On the opposite side, early venture capitalists typically invest in new
companies and technologies, and are therefore willing to take higher risks while
expecting much higher returns. Venture capitalists may require an IRR of 50% or

higher because of the high chances that individual projects will fail [Tab. 1]. Private
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equity funds that invest in more established companies and technologies may still
require an IRR of about 35% [Tab. 1]. However, other factors are figured into the IRR
calculation, such as the perceived risks of the investment category, which vary
significantly from project to project, technology to technology, industry to industry,
and country to country, the availability of alternative investment opportunities, and
prevailing basis interest rates (i.e. the current LIBOR).

Many energy projects, especially in developing countries where additional risk
margins are added, are struggling to achieve high returns that satisfy the
expectations of financiers of equity and debt. For renewable energy projects, higher
costs of capital will increase start-up costs, which are generally front-loaded. Lenders
require a higher equity share if a project is perceived as risky. A typical project
finance structure in an industrialized country consists of 10-30% equity, whereas in
developing countries this share tends to be higher. However, equity tends to be
scarce in many developing countries [13].

One of the most relevant outcomes of the financial crisis was that banks were
reluctant to lend money for more than 6 or 7 years, a situation which forced projects
requiring longer-term loans, such as those in the energy sector, to run the risk of
what financial conditions will be like at that point in the future. It is estimated that in
2009 debt financers (both bank senior debt and bank mezzanine debt) required an
average IRR of around 300-700 basis points above the LIBOR rate for RE projects in
industrialized countries [Tab. 1]. On the other hand, private equity generally expects
to make their return and exit the investment in a 3 to 5 year timeframe, whereas
venture capital funds have an investment horizon of around 4 to 7 years. In this
framework, institutional investors look like those best suited for renewable energy
investment thanks to their longer time investment horizon and larger amounts of

money to invest, with lower expectation of returns (IRR) [14].
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Source of capital

Venture Private equity Infrastructure Pensionfunds Bankmezzanine Bankseniordebt
capital funds debt

Equity Equity Equity Equity Loans for Loans for Proven
investments investments investmentsin | investmentsin | emerging technology
in start ups pnor.to |n|t!al private _ private . technology Established and
- public offering | companies companies -
c New and projects New and poorly | well capitalised
g technology Demonstrator | Proven capitalised companies and
_g Prototypes technologies | technology Proven corr)panles and | projects
o technology projects
[a]
x | »50% 35% 15% 15% LIBOR + LIBOR +
o
= 700 bps 300 bps

Tab. 1 Sources of capital, typical deployment and IRR for renewable energies [14]

In response to the financial crisis, stimulus packages focused on getting credit
flowing again, although the impact on banks and equity actors took long time to
recover. A redefinition of the role of public financing and of relevant issues in the
operation of financial markets and institutions characterized the post financial crisis
period. G20 governments implemented economic stimulus packages amounting to
$2.6 trillion. Of that amount, $180 to 242 billion were allocated to low-carbon funding
[1]. The stimulus spending supported the rapid recovery of renewable energy
investment by compensating for reduced financing from banks. Some countries
facing large public sector deficits scaled down green spending when the economy
started recovering [15]. Other governments responded to this challenge by
introducing specific measures to support PPP through the crisis, e.g. in the United
Kingdom, the Treasury established an Infrastructure Finance Unit (TIFU).

Often, the lack of debt available in the market meant difficulty for private investors to
complete long-term energy projects where debt was required to complement the
available equity, or to spur equity returns to an acceptable IRR. Institutional
investors, such as pension funds and insurance companies, have long-term
investment horizon which is diversified across asset classes with varying risk return
profiles and investment duration, sectors and geographies. Although they may have
a cap set on the amount of renewable energy as a proportion of the allocation within
wider infrastructure funds, at least they have a large amount of money to invest and
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the ability to accept some illiquidity, thus potentially lowering the cost of capital for
renewable energy. According to the OECD, institutional investors have an important
role to play in financing green growth projects with $71 trillion in assets in 2010, with
$19,3 trillion and $22.4 trillion from pension funds and from insurance companies

respectively [Fig. 3] [16].

Fig. 3. Share and total assets by type of institutional investors in OECD (1995-2010) [17]

Institutional investors could meet, under particularly good circumstances with no
policy barriers, 24% of project finance equity needs, and 49% of project finance debt
needs. Therefore, the potential for insurance companies is higher, considering that
their assets are highly invested in corporate debt securities, whereas pension funds
maintain currently large allocations to corporate, publicly traded equity [18].
Nevertheless, within insurance companies a distinction needs to be made between
non-life insurance assets requiring more liquidity, and life insurance assets that are

more suitable for renewable project finance markets.

If we compare potential annual institutional investment against estimates for
renewable energy annual investment required in OECD countries, segmented by
asset classes, we can observe that insurance companies invest $25.1 billion in

corporate debt securities covering almost 40% of the total annual investment need,
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whereas pension funds invest $5 billion, corresponding to around 9% of the total
annual investment need in OECD projects [Fig. 4].
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Fig. 4. Potential annual pension funds and insurance companies investment versus OECD project

investment needs [18]

Nevertheless, institutional investors’ direct asset allocations to green investments
remain low. This could be due to lack of environmental policy support, lack of
appropriate investment vehicles and market liquidity, regulatory disincentives, lack of
knowledge and expertise, and scale issues [19]. For instance, pension funds usually
require a sizeable investment of around $250 million or more equity investment, with
debt taken on to support the investment. Also, it is important to take note that there
are about 45 pension funds worldwide large enough for direct investment in
renewable energy projects and that they are unlikely to make up more than 1% of an
investor’s total portfolio, due to liquidity constraints and the need to diversify among
different classes of illiquidity investments. [18].

In this framework, where debt financing is scarce and equity investment alone is not

self-sustainable, it is evident how a combination of debt and equity financing through
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a Public-Private Partnership long-term agreement can be the key driver to investment

in energy infrastructures and green growth.

5. CONCLUSIONS

The current economic climate has posed a serious challenge to huge investment
needs in energy infrastructure development. A new financial paradigm based on
innovative approaches to fund raising that can improve bankability and enhance
value for investors and governments needs to be implemented. The public sector has
a major role in establishing an enabling environment for green technologies
deployment, especially in reducing political and policy uncertainty. The pivotal role of
straightforward national policy and regulation, its stability, and the importance of
being embedded in a wider energy policy are conditions for scaling investment in

renewable energy projects.

The need for smart grids’ infrastructure for delivering renewable energy is a key part
of the overall energy system. Optimizing transmission infrastructure to support the
integration of renewable energy sources should not be perceived as a cost but as a
significant economic opportunity. In Europe, a roughly $1.5 billion annualized
investment in transmission expansion could lead to electricity savings of roughly $11
billion annually by 2030 [20]. This is just a small share if compared to IEA forecasts
of $260 billion of investments in new transmission and distribution lines up to 2035,
but it gives a clear measure of the potential economic benefits to be derived from
energy infrastructure development in the power sector [21].

A well-designed Private Public Partnership structure that reaps private sector
advantages in terms of innovation and knowledge transfer, efficient management and
mobilization of funds is a key factor in energy infrastructure investments. The
creation of a conducive investment environment for private sector participation in
large infrastructure investments, by eradicating barriers in the bidding process and by
implementing and enforcing competition law, is fundamental for the success of
infrastructure PPPs. The creation of new financial instruments, like international
equity funds, long-term projects bonds and guarantee schemes will allow to get back
capital markets into financing of green infrastructure. The Project Bond initiative of

the EIB, designed to enable eligible infrastructure projects promoters, usually public
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private partnerships (PPP), is fundamental to attract additional private finance from

institutional investors such as insurance companies and pension funds [22].
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Abstract

In a low carbon energy system, concentrated solar power is of particular interest for
its ability to store solar energy as heat. This allows the delivery of power even when
the sun sets, so to complement and compensate other intermittent clean sources of
power. However, CSP investment costs are high compared to other options such as
fossil fuel generation and mature renewable energy technologies, calling upon public
support to make investments profitable and appealing to private investors.

This work looks at the evolution of CSP support policies and their impact on financial
returns for the industry in Spain, historically the largest market for the technology. We
analyze the key features that made the development of the domestic CSP industry
possible in a very short time, and measure their impact on investments’ profitability
and other relevant measures (e.g. incentives for storage). We then identify and
measure the impact of policy changes (aimed at containing policy costs) on
investments and the implication of a higher risk aversion and lower investors’
confidence on the outlook for the industry in the country. We derive our conclusions
by simulating projects’ financial profiles with a cash-flow modeling of a
“representative” CSP plant whose investment costs, capital structure and production
estimates equal the national averages of all the plants. We find that policy changes
have now significantly increased risk aversion, so that any new eventual investment
would require a support higher than before, even assuming a significant reduction in
technology costs. Policy uncertainty has ultimately made the country much less
attractive for CSP investors than many other developed and emerging ones. We
conclude that policy uncertainty and investor confidence should be the first barriers to
be tackled if Spain were to reach renewable energy (and CSP) 2020 targets.

Keywords: concentrated solar power; Feed-in-tariff; policy risk
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1. THE SPANISH CSP POLICY AND INDUSTRY

Among renewable energy technologies, concentrated solar power (CSP) is of
particular interest because its ability to store solar energy as heat allows the delivery
of power even when the sun sets. This technology can help overcome gaps from
balancing supply and demand, including those arising from other (intermittent)
renewable energy sources, and helps to maintain a stable yet low-carbon energy
supply. However, CSP investment and production costs are high compared to other
more established conventional options such as fossil fuel generation and mature
renewable energy technologies, calling upon public support to make investments
profitable and risks appealing to private investors. Despite having being deployed for
years, yet there is still potential for bringing down the technology learning curve and
the cost of the technology. Projects around the world show that almost all CSP
projects have needed some sort of public support, and that, at the same time, there’s
been a high dispersion of both policy tools and their results on capacity installed and
costs [18]. In some context, policies have resulted in significant installations but have
led to higher costs of supports than what had been budgeted for; in others, costs
have been reduced but the capacity deployed has met expectations only partially.
This work looks at the evolution of CSP support policies and their impact on financial
returns for the industry in Spain, historically the largest market for the technology. We
first analyze the key features that made the development of the CSP industry in the
country possible in a very short space of time, and measure their impact on
investments’ profitability and other relevant measures (e.g. incentives for storage).
We then identify and measure the impact of the policy changes (aimed at containing
the costs of the policy) on existing investments and the implication of a higher risk
aversion and lower investors’ confidence on the outlook for the industry in the
country. The following findings are based on a literature review, financial modelling

and interviews with stakeholders (investors, developers, and policymakers).

2. THE POLICY FRAMEWORK

The Spanish support to CSP, and renewable energy overall, has been part of a
broader national effort to liberalize the national energy market. It began in 1997 with
the Electricity Act 54/1997 and continued in the following years with several pieces of

legislation [Figure 1]. This first act established the “special regime” for facilities based
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on renewable, cogeneration and waste energy and set capacity targets for energy
efficiency, environment protection and energy production from renewable sources.
The remuneration system for the special regime was introduced in 2004 with the
Royal Decree (RD) 436/2004 — though most plants were announced and, later,
commissioned under the RD 661/2007 system that replaced the variable “reference
price” as base for the incentive with a fixed amounts for both the tariff and the
premium over the negotiated market price (the “pool price’”). In 2011, in slightly less
than 5 years, the CSP industry was estimated to employ more than 20 thousand
people and generating an annual contribution to the Spanish GDP of 1.65 billion
Euros [6]. The 2.3GW of plants commissioned under the 661/2007 policy contributed
700 GWh of electricity in 2010 (0.25% of total national demand) and more than 4,000
GWh in 2013 (1.70%) [2] — saving 361,250 tons of CO2 in 2010 and more than 2
million tons of CO2 in 2013 (authors’ estimations on parameters from [6]). From an
industrial economic perspective, Spanish companies owned more than 75% of the
national solar thermal market, with one third of the plants being financed by foreign
equity investors. Interestingly, the same companies have developed (as sponsors or
contractors) more than 55% of the global CSP capacity installed outside Spain in the
last 10 years. These several benefits of the policy framework have to be put in
context with the financial burden on the electricity rate-payers budget: under the
661/2007 incentive system, all Spanish CSP plants required a financial incentive of
EUR 185 million in 2010 and up to EUR 1.1 billion in 2013 (authors’ estimations on
parameters from [2]).

3. METHODOLOGY AND DATA

The analysis in this brief is supported by data collected by publicly available
databases (Bloomberg New Energy Finance — BNEF; and the National Renewable
Energy Laboratory - NREL), literature review and direct interviews with key
stakeholders in the local CSP industry.2 Within a project finance model, we have

' The electricity market sets the pool price by adjusting the supply and demand of energy scheduled
for the next day. The first offers come from nuclear power and renewable energy. Both offer energy at
zero prices to give them priority. Then the most expensive (gas and coal) energy offered to meet the
demand, thus setting the marginal price that becomes the “pool price”. All other sources offered are
also paid at this price, even if they were offered initially at lower prices.

? Interviews conducted: one policymaker from a regional government, two project sponsors, two
project developers, two lenders and one representative from the European trade association.
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simulated projects’ financial profiles with a cash-flow modelling of a “representative”
CSP plant whose investment costs, capital structure and production estimates are
the national averages of all the plants (categorized by homogenous technology
types) commissioned during the period in analysis (2007-2013). The analysis then

focuses on three main outputs of these cash flow models:

- the internal rate of return as the key measure of the project’s profitability for
the project sponsors. In order for a project to be viable, this value needs to be
larger than the sponsors’ cost of capital, and also higher than benchmark
returns from comparable investments and, obviously, than the “risk-free” rate
offered by the country’s government bonds. While the internal rate of return is
typically an output of the cash-flow model; here we also use it as an input as,
for a given set of technology costs and financing terms available from lenders,
it ultimately drives the amount of public support needed to make a project

attractive to private investors.

- the levelized cost of electricity as a key measure of project costs for each unit
pf power produced. It's a measure of the cost of the power after all resources

(including financial ones) are remunerated.

- The debt service coverage ratio (DSCR) as an indication of a project’s ability
to repay its financial liabilities. Lenders set a minimum threshold for this ratio
to be kept at all times. A DSCR below 1, it indicates that the project is not
generating enough financial resources to repay its debt and might soon

encounter financial stress.
Plants profitability and market alternatives under the RD 661/2007

Under the incentive framework set out in the RD 661/2007, project sponsors could
choose (annually) between a 26.9 €cents/kWh fixed regulated rate (feed-in tariff) and
a 25.4 €cents’lkWh premium over the market price (feed-in premium).® While, at
market rates without the revenue support, a CSP project would have not achieved a
positive rate of return;* we estimate that these incentives allowed a generic CSP
project to reach a rate of return of 10%, and its equity sponsors to enjoy a levered

® Both options had a fixed life of 25 years with a marginal reduction for a further 15 years (to 21.5
€cents/kWh for the tariff and 20.3 €cents/kWh for the premium) and included the option of using a
back-up fuel (e.g. gas) for a maximum of 15% of power produced.

* Without any tariff incentive, our simulated rate of returns would be -2%.
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12.5% return (after taxes). Bearing in mind the higher risks associated with an
innovative technology such as CSP, these returns appear favorable if compared with
an estimated cost of capital for the utilities in the country at around 8%, and rate of
returns offered by wind investments in Europe - 8/16% [14]; however they appear in
line if not below with those offered by solar PV installations in Europe, estimated at
15-18% for equity owners in the year 2011 [20].

Interestingly, despite not featuring any specific incentive for it, the FIT encouraged
investments in the less proven thermal storage technology.’ Storage helped plants to
reach significantly higher capacity factors (increasing from 24% without storage to
38% in our estimation) and resulted in much lower levelized costs of electricity (from
0.27 Eur/kWh to 0.24 Eur/kWh). Lower levelized costs coupled with the possibility to
earn a premium over the market price and favorable financing terms from lenders,
allowed plants to achieve higher internal rate of returns (close to 11.5%) and their
sponsors levered returns of 14.5% (after tax). Very interestingly, despite the typical
perception of higher risk related to thermal storage technology, banks and lenders
did not demand a premium for the loans and the financing terms were basically the
same for the plants without any storage.®

Inefficient policy features: plant size, technology costs and impact on deficit

Several features of the policy framework proved inefficient and, ultimately, led a
much higher cost of the policy than expected (and politically acceptable), prompting
the government to amend the framework with severe effects on projects’ financial

performance and the overall market.

The incentivized tariff in the RD 661/2007 was conditional to a maximum plant
capacity of 50MW, far below the optimal scale for the technology between 100 and
250MW [9]; even if many of them were built in adjacent 50MW modules for a total of
100-150 MW.” Considering many parts of a generic CSP plant do not depend on

scale (such as the conventional power block and project development costs), we

® Almost half of the plants commissioned in the country featured storage facility with an average seven
hours of capacity.

® This is also explained by the willingness - reported by stakeholders - of project developers and
sponsors to offer banks comprehensive guarantees from their corporate assets, making project
finance deals more similar to balance sheet financing.

” This was attributed to concerns from the grid operator about connecting large plants generating
renewable power, and the preference from policymakers to keep the approval of renewable energy
projects under the regional governments’ sphere.
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estimate that a large plant with 150MW capacity could produce power at a 15% lower
levelized cost and a 20% lower investment cost per MW installed. Furthermore, the
incentive mechanism had no systematic link to the cost of the technology of the
single plant, and no periodic price revision system.8 While it is true that project
developers could increase project profitability by reducing the plant costs, the large
number of installed projects coupled with a limited number of suppliers meant that
competition was not sufficient [4]. Policymakers struggled to exert any downward
pressure to the plants’ costs as capacity was being deployed and, by policy design,
they would have not benefitted from any cost reduction. Looking at both investments
costs per capacity installed and levelized investment costs for all plants financed

between 2006 and 2012, no downward trend emerges [Figure 2].

As CSP installations (alongside other REs) increased, the impact of their premium on
energy production costs grew and, given the government decision not to pass them
fully on ratepayers, it started to contribute to the national tariff deficit, becoming a
political issue despite its rather limited absolute size.® The contribution of renewable
energy installations to the evolution of the tariff deficit is a very debated and complex
matter, whose precise treatment goes beyond the scope of this brief. On one side,
renewable energy installations (as a whole) exceeded initial expectations and
national targets, with their premia clearly contributing to higher production costs and
a widening of the deficit. On the other side, this view both ignores the impact of
higher penetration of renewable energy on reducing the average market price, via the
“‘merit order” effect given their null marginal costs of production. [Figure 3] shows at
the same time the relative size of the premium directly linked to CSP deployment
compared with the total premia for the Special Regime, and the annual deficit, whose
evolution especially in the last years appears actually un-correlated with the support

to renewables.

8 Differently for the solar photovoltaic project, the RD 1578/2008 introduced in 2008 a “quota” system
that aimed to control costs as capacity grew: installations were staggered in annual quotas that, once
reached, would proportionally reduce the FIT for the following year [5].

® The tariff deficit emerged soon after the process of electricity market liberalization started (hence
before renewables began to be installed) and was the result of the final consumer rates set by the
government failing to cover the whole energy production cost, which included wholesale market price
and regulated access costs to be paid to distribution companies.
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Retroactive policy changes: impact on returns and installations

With the aim to reduce the cost of renewable energy support and to reduce the large
tariff deficit, national policies switched from supporting installations to limit
connections. The introduction of the new income tax on power, the curtailment of
operating hours and the reduction of the FiT for power generated by backup fossil
fuel has severely reduced the profitability of projects’ sponsors and, in our estimation,
has deteriorated significantly their ability to repay debt and interest due. New policies
first limited the amount of power eligible for the incentives (operating hours
curtailment and non-eligibility of gas-fired back-up power for beneficial tariffs); then
introduced new taxation to help finance the tariff deficit (RDL 15/2012), and finally
removed the “premium over market-price option” to make the overall renewable
expenditure less variable. These policy changes amended the RD 661/2007 and
applied retroactively to plants already in operation. Our simulations for a plant with
parabolic trough without storage show that policy changes seem to have reduced
plants’ profitability from 12% to 7% rate of return and, more worryingly, project’s
ability to repay their loans becomes very limited.” Plants’ profitability and financial
health deteriorate further when the remuneration profile and the limitation in
operating hours anticipated in the proposed energy sector reform are introduced in
the simulation. With the moratorium on renewable energy plants introduced with the
Law 1/2012, no new plants have been announced since 2010 and the ones that did
not qualify for the register have been put on hold or abandoned until regulatory
stability is achieved. After controlling CSP deployment to be within the target of
500MW for 2010 in Spain’s Renewable Energy Plan [11] Spanish policymakers are
now at the opposite risk of missing the 5GW target set for CSP for 2020 [12].

Given the lack of projects seeking financing and the lack of investors willing to
commit resources in the renewable energy sector in the country, it is difficult to
estimate which financing terms a project developer could find in the market today.
However, stakeholder interviews suggest that risk aversion has significantly
increased, leading to expectations of much lower debt/equity ratios (from 75/25 to
now 60/40), much higher debt service coverage ratios (from 1.3 to now 1.5) and

increased financing spreads on shorter maturities. Even assuming a significant

"% In our simulations, following changes in remuneration profiles, projects show debt service coverage
slightly below the thresholds that lenders typically require in project finance.
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reduction of investment costs'!, these new financing terms would decrease plant
profitability to such a level that even the RD 661/2007 feed-in tariff would still not be
enough to make the investment appealing for interested sponsors. In our simulation,
a 50MW plant with storage and 30% less investment costs and the RD 661/2007
tariff would now yield a 7% rate of return — significantly lower than returns estimated
for similar projects in emerging markets (closer to 10% for recent plants in Morocco
and India CPI [7; 19] and that would hardly appeal risk-averse project developers in
the uncertain policy framework in the country. The financial simulations show how
increased financing costs due to a higher perception of risk in the sector would make
it impossible for the government to reduce the value of the incentive scheme if the
2020 renewable energy targets are to be met and almost 2 GW of CSP capacity

needs to be commissioned.

4. CONCLUSIONS

The 2007 incentive framework based on a feed-in tariff/premium system was very
effective in prompting installation of CSP plants and the development of a Spanish
CSP industry that became a world-leader not only in the domestic but also foreign

markets.

However, the lack of policy control over the level of capacity deployed and the overall
public support required led to the announcement of a greater number of projects than
initially targeted, and the potential of support costing much more than planned.
Further, the inability of the policy to stimulate cost reductions and foster market

competition meant investment costs didn’t decrease as installed capacity increased.

To fight excessive installations and costs to the public, the government first
introduced a project approval process that staggered connections on an annual
basis; then added several retroactive changes that aimed to reduce the amount of
support CSP investments were receiving. These measures directly hurt the financial
performance of operating plants and brought the domestic market to a complete
standstill.

" In the simulation we assume investment costs in line with the more recent installations in the MENA
region and United States.

99



SISC, Second Annual Conference
Climate change: scenarios, impacts and policy
Mitigation Policies & Strategies

Further, as a significant side effect, policy changes have now significantly increased
risk aversion and financing costs for the technology in the country. Our financial
simulations show that, if investors’ confidence is not restored and risk perception
mitigated, any new eventual investment would need more public support than before,

even assuming a significant reduction in technology costs.

Policy uncertainty has ultimately made Spain much less attractive for CSP than many
other developed and emerging countries, despite the significant national expertise of
Spanish CSP companies. Therefore, we recommend, going forward, that establishing
a transparent and stable support framework that can address this policy uncertainty
should be a higher priority in Spain than setting a different level for the support or a

new feed-in tariff.

For all countries looking to support CSP installations, several other lessons also
emerge from the Spanish example:

* CSP support policies need to foster competition and cost reduction alongside
deployment, while also systematically and transparently reducing subsidy
levels as technology costs decrease;

* CSP support policies need to introduce differentiated remuneration profiles to
stimulate innovation and investments in the technologies with the highest

system benefits;

* Policymakers need to be able to control the amount of support that public
budget or rate payers are liable to pay as a result of the capacity installed,
plan these liabilities in advance and avoid late and retroactive cut-backs;

* Policymakers need to avoid retroactive changes to policy as they add
significantly to policy support costs by damaging investors’ perception of policy
risk and increasing their overall risk aversion meaning they demand a greater

return.
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Fig. 1 History of regulations for thermal solar energy in Spain and cumulative capacity installed

Fig. 2 Investment costs and levelized costs evolution for parabolic trough plants, 122006 and 2012 - Source BNEF

"2 For solar tower and Fresnel plants there is not enough data to infer any conclusions on cost
reductions.
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Fig. 3 Annual tariff deficit, RE premium and CSP premium — [2]

Fig. 3: Policy changes impact on projects’ equity rate of return

Tab. 1 Effect of policy changes on plants’ rate of returns and debt coverage

Plant: 50MW Parabolic Trough without Storage Equity IRR DSCR
(after tax)

RD 661/2007 12% 1.65
Hours curtailment (RD 1614/2010) 12% 1.65
Removal of Gas burning option (Law 15/2012) 10.4% 1.5

Power Revenvues Tax 7% (Law 15/2012) 9.4% 1.4

Removal of Pool + Premium option (RD 2/2013) 7.9% 1.3

Change of indexation for FIT (RD 2/2013) 7.2% 1.28
Change of Tariff as per new Reform 2014 5.7% 1.12
Risk free rate (Spain Government Bond 10yr) 4%
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Climate change mitigation and energy technology costs:

A Multi-model Sensitivity Analysis
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Abstract

In the present paper we use the output of multiple expert elicitation surveys on the
future cost of key low-carbon technologies and use it as input of three Integrated
Assessment models. By means of a large set of simulations we aim at assessing the
implications of these subjective distributions of technological costs over key model
outputs. We are able to detect what sources of technology uncertainty are more
influential, how this differs across models and whether and how results are affected
by the time horizon, the metric considered or the stringency of the climate policy.

Keywords: Sensitivity Analysis, Integrated Assessment models, Expert elicitation,

Technology Cost
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Abstract

This paper studies the distributional impacts of fossil fuel consumption subsidy
reforms in Indonesia. The analysis highlights how the rebate of the saved
expenditures on fuel subsidies (i.e. the recycling scheme) is crucial for assessing the
equity of the reform. The evaluation method combines in a top-down fashion a CGE
model (ENV-Linkages), with a micro-simulation model built upon Indonesia IFLS
2007 household survey data. Two scenarios portraying a marginal decrease of the
subsidy rates on electricity and other fuels are simulated. In the “cash transfer”
scenario the reform is accompanied by a full unconditional cash transfer to the
households, in the “government expenditures” scenario, the expenditures saved by
the reform are used to increase government consumption. The “cash transfer” policy
is overall welfare improving, beneficial to all the income decile categories and very
progressive. The progressive effect of the cash transfers dominates the slightly
regressive effect due the changes in expenditures and primary incomes. When
considering only the short-term impact through expenditures and primary incomes,

the “government expenditure” policy is regressive.

Keywords: microsimulation, fossil fuel subsidy, CGE model

*The views of the authors do not necessarily represent the views of the OECD or of

its member countries.

107



SISC, Second Annual Conference
Climate change: scenarios, impacts and policy

Mitigation Policies & Strategies

Banning Non-Conventional Oil Extraction: Would a
Unilateral Move of the EU Really Work?
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*Corresponding Author: samuel.carrara@feem.it

Abstract

The extraction and processing of oil shales and oil sands — commonly defined as
non-conventional oil resources — is more energy intensive than the extraction of
conventional oil resources. The European Union (EU) estimates that oil sands lead to
22% more emissions than conventional oil. The EU is very concerned by this
prospects and advocates a tax on non-conventional oil in order to discourage its
production.

This study shows that a global ban on the use of non-conventional oil substantially
reduces global carbon dioxide emissions, but the policy is not efficient as other tools
(e.g. a global carbon tax) may achieve the same environmental goal at lower cost. A
unilateral ban of the EU on non-conventional oil has no environmental benefits
(global oil demand does not significantly change) and it is expensive for Europe. The
EU should not focus on contrasting a specific technology, but rather on promoting the

implementation of economy-wide policies to penalize GHG emissions.

Keywords: non-conventional oil, climate mitigation, EU
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Oil Market and Long-term Scenarios: a Nash-Cournot
Approach
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Abstract

Integrated Assessment Models (IAMs) are widely used by the scientific community to
evaluate long-term scenarios. Yet, these models commonly assume perfect
competition in fuel markets. Therefore, the aim of this paper is to introduce strategic
behaviour in IAMs and to provide more reliable portrays of future long-term scenarios
for the oil market. Results confirm that a Nash-Cournot equilibrium leads to higher oil
price and lower extraction compared to a price-taker equilibrium. This entails a higher
payoff for the oil-exporting countries. Under a climate policy scenario, oil producers
retain their ability to set the price for many years, due to a more inelastic demand. In
fact, the long-run oil price elasticity will be in the range of -0.25 and -0.50 (compared
to -0.5 and -0.75 in the BaU scenario). Stabilisation costs do not change

substantially.

Keywords: Oil, Nash-Cournot, Integrated Assessment Models
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1. INTRODUCTION

The aim of this paper is to introduce Nash-Cournot in Integrated Assessment Models
(IAMs), in order to provide a better representation of the fuel market structure. In fact,
IAMs provide scenarios based on perfect competition or price-taker assumption
regarding the fossil fuels market (Edenhofer et al. 2010, Huntington et al. 2013). This
assumption is unrealistic for energy markets (Holz et al. 2007, Triby 2013) and in
particular for the oil extraction sector (Brémond 2012, Huppmann 2009, Béckem
2004, Danielsen and Kim 1988). Indeed, OPEC countries exert market power in the
oil market (Dées et al. 2007, Kaufmann et al. 2008), even though their influence can
vary over time (Fattah and Mahadeva 2013) and reportedly, it decreased in recent
years (Huppman 2012). The literature also clarify that OPEC is not a friction-less
cartel (Loderer 1985, Smith 2005, Reynolds and Pippenger 2010) and recognised the
presence of a dominant producer within the cartel, represented by Saudi Arabia
(Alhajji and Huettner 2000, De Santis 2003, Cairns and Calfucura 2012).

The literature on strategic behaviour started with the seminal paper of Cournot (1838)
who first devised the oligopolistic competition as a simultaneous game in which firms
compete in quantity. Then, other types of strategic behaviour have been formulated,
such as the Bertrand (1883) equilibrium, where firms compete in price instead of
quantity; and the Stackelberg (1934) model, which is a sequential game where two
type of firms can be distinguished: the leader firm (which move first) and followers

firms (which move sequentially).

This study employs an Integrated Assessment Model where oil is considered as a
homogenous good. In this regard, the assumption of a Nash-Cournot equilibrium is
probably the most suitable to model strategic behaviour, as it is a simultaneous game

— which is in line with the classic game-theory setup used in IAMs.

2. METHODOLOGY

The purpose of IAMs is to provide long-term scenarios by taking into account three
different but interrelated aspects: climate change, the economy and the energy
sector. To this end, Gross Domestic Product (Y) is usually governed by a constant
elasticity of substitution (CES) function. Typically, it considers Capital (K), Labour (L)

and Energy Consumption (EN) as factors of production.
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There exist two ways of implementing a Nash-cournot equilibrium in IAMs: the
standard approach or the Orbay approach (Orbay 2009). The standard approach
requires the derivation of the inverse demand functions. This approach is not

applicable if the demand functions can not be derived in an analytical form.

Instead, the Orbay approach describes a Nash-Cournot equilibrium by means of the
first-order conditions. This approach is relevant in case of homogenous goods and
presents major advantages from the computational point of view. In particular, Orbay
(2009) showed that a Cournot equilibrium can be computed through prices as
instruments to maximize profit functions. This simply means that oil producers use
market prices (instead of quantities) as if they are strategic variables. This papers
employs the Orbay approach, which has been applied in the Integrated Assessment
Model WITCH.

3. THE WITCH MODEL

WITCH — World Induced Technical Change Hybrid Model — is a Ramsey-type model
with a top-down representation of the economy and a compact representation of the
energy sector. The world is divided in thirteen macroeconomic regions, which
compete strategically to maximise social welfare (defined as the logarithm of

discounted consumption per capita).

When deciding the optimal investment paths, each region is forward-looking (perfect
foresight assumption). An important feature of the WITCH model is the endogenous
technical change, which can be increased via dedicated investment in R&D. Another
important characteristic is the prominent role of technological spillovers among

regions.

Gross Domestic Product (GDP) is determined by a nested sequence of CES
functions. The CES functions provide flexibility to the model by allowing for factors
substitution, and at the same time limiting extreme changes in the shares. The
energy sector (EN) is divided in the electric (EL) and non-electric (NEL) sector, by
assuming an elasticity of substitution of 0.5 (Bosetti et al. 2007).

Besides, the WITCH model takes into account two non-tradable backstop
technologies either for the electric and non-electric sectors, which are supplied

competitively. It is relevant for this study, to focus on the backstop technology of the
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non-electric sector, as it enters linearly with consumption of oil. The price of the
backstop technology in 2005 is ten times higher than the price of oil. Then, the future
price of the backstop technology is driven by a two-factor learning curve. On one
hand, investment in R&D raises the amount of domestic knowledge that lowers the
price of the backstop, and on the other hand, investment in backstop technology

propels the learning-by-doing effect.

Regarding the oil extraction sector, each region is endowed with a given amount of
oil resources, which are distinguished in eight different categories (stretching from
conventional to unconventional oil). Oil capacity is built cumulatively over time. It can
be increased by means of dedicated investments in the extraction sector and it is
subjected to depreciation rate (10% annual, to reflect an average economic lifetime

of ten years).

An important caveat to this study, is that | assume absence of market power in the
carbon market (emission trading scheme) since each region plays as price taker.
Certainly, it would be interesting to explore the interaction among the oil and carbon

market both in a Cournot equilibrium framework and | deserve this for future work.

4. RESULTS

Baseline projection from the WITCH model envisages a growing price of oil over
time, as depicted in Figure 2. In such a context, the assumption of a Nash-Cournot
competition in the oil market, will lead to an upshift in the international price of oil (up
to 14% compared to price taker solution). This result is driven by lower investments
in the oil extraction sector, as shown in table 1. The higher oil price holds down

global consumption of oil (figure 3 ).

Under a 450 scenario, the difference in oil prices is even larger across the two
scenarios (450 _Cournot and 450_PT). In fact, a competition a la Cournot, will anchor
the oil price to a trend similar to that of the business-as-usual benchmark, for many
years. Only in the second half of the century, the deployment of a backstop

technology at large scale will inevitably decouple them.

From a global standpoint, the higher price curbs the rise in world trade of oil. At the
regional level, a Cournot competition reshapes the oil trade flows (as shown in

figures 4-7). In fact, the largest oil producer (MENA) tends to pursue a more
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“conservative” extraction strategy compared to the competitive equilibrium (as
mentioned in Solow 1974, Stiglitz 1976, Malueg and Solow 1990), leading to both
reduced oil exports and revenues. This is because a strategic competition dampens
the incentive to invest in the oil extraction (as shown in table 1). Accordingly, MENA
countries deter investments, which are displaced by higher consumption of final
goods in the short term. As a result, oil production, and thus oil revenues, is diverted
from MENA countries to other regions (Salant 1976, Ulph and Folie 1980, Loury
(1986). Consequently, a Nash-Cournot equilibrium tends also to ease the oil
dependency of oil importing countries throughout the century (as shown in Figure 8
and 9). However, the outcome of the Nash-Cournot equilibrium is still beneficial for
MENA countries: a sustained oil price and higher consumption of final goods in the
short term will overcome the detrimental effect of ailing market shares, both in the
BaU and 450 scenarios. Hence, a Nash Cournot competition will enhance the welfare
of MENA countries in both a BaU and 450 scenario (Table 2).

A Cournot competition in the oil market will also tamper with the carbon market, as it
reduces the price of permits up to 20% (depending on the time period), compared to
the price-taker solution (Figure 10). This is simply because a lower consumption of oil

entails lesser GHG emissions.

Regarding the climate policy cost, Latin American Countries are the sole major oil
exporting regions able to cope with a low carbon world, without incurring in grievous
economic losses. In fact, the loss in oil revenues can be retrieved by means of the
carbon market. LACA, in particular, has a significant technical potential of biomass
resources (up to 60 EJ per year) that, combined with CCS (carbon capture and
sequestration), allows for negative carbon emissions. Therefore, Latin American
countries are able to restructure their economies by switching from oil revenues to
carbon revenues. This will set LACA countries on a path to carbon-credits export-led
growth. Consequently, LACA will bear a climate policy cost lower than the world

average, as shown in table 2.

A similar conclusion can be drawn for Sub-Saharan African countries (in the SSA
aggregate), as they are the biggest potential beneficiaries of a stringent climate
agreement. In fact, according to the WITCH model, SSA is the only region incurring
in GDP gains, in a low carbon world, as it is both a large seller of carbon permits and

minor exporter of oil — so its economy is not gravitating much to the oil industry.
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On the contrary, the economy of MENA and TE (Transition Economies, including
Russia), is largely skewed towards the oil sector, as their share in the GDP accounts
for 40% and 36% at the base year (2005), respectively. The climate policy cost in
MENA and TE accounts for 15.89% and 10.54% respectively, under Nash-Cournot

competition.

At the global scale, a competition a la Cournot would slightly soothe the global GDP

losses compared to the price taker equilibrium: 3.54% against 3.64%.

In order to better comprehend the underlying process leading to these results; it is
useful to analyze the pattern of marginal costs, which are the starting point for the
measurement of the market power. Under a price-taker equilibrium, marginal
revenues are equal across regions and coincide with the international price of oil.
Conversely, under a Cournot competition, marginal revenues equal the full marginal
social costs (Pindyck 1985). For this reason, | will focus on the marginal social costs
only for the Nash-Cournot scenarios (figure 11 and 12). Large oil exporting countries
(in particular MENA) enjoy lower marginal social costs, both in a BaU and 450

scenarios.

At this point, we can also compute the Lerner Index, which is a price-cost margin
indicator useful to evaluate the market power both at a regional or global level. The
Lerner Index can vary between zero (absence of market power) and one (monopoly
power). It is defined as the difference between one and the full marginal social costs
divided by the price. Interestingly, under a Cournot equilibrium the global Lerner
Index is also linked with the Herfindahl-Hirschman (HHI) index — which measures the

level of concentration of supply — along with the global elasticity of demand.

Figure 13 and 14 show the regional (dashed lines) and global (solid line) Lerner

index and compare with the global HHI index (solid line, in red).

By comparing figures 13 and 14, we can notice that MENA countries enhance their
market power under a 450 ppm scenario. At a first glance, this seems to be beneficial
for MENA countries. Instead, a stringent policy backdrop (450 ppm) will have
sweeping implications for the oil extraction industry. In fact, the value of the oil
market will gradually wane during the century, from roughly $700 Billion in 2005
(1.6% of world GDP) to $100 Billion in 2100 (0.03% of global GDP). This will cause a

drop in oil revenues, as reported in table 1.
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Also at the global level, the Lerner Index (solid line in black) exhibits a noticeable
growth in the 450-ppm scenario, albeit the global HHI index — which measures the
concentration of oil supply — is roughly in line with the BaU scenario. This suggest
that the escalation in the monopoly power in the 450 scenario is mainly due to a shift
in the elasticity of demand, rather than to a gain in the market shares of large oil
producers (as shown in table 1). Indeed, demand of oil is not iso-elastic in WITCH as

shown in figure 14 and 15.

The long-run price elasticity of oil, in the WITCH model, appears to be in line with
many empirical studies and surveys (Brons et al. 2008, Espey 1998, Burke and
Nishitateno 2013, Graham and Glaister 2004, Havranek et al. 2012, Scott 2012,
Baranzini and Weber 2013, Cynthia Lin and Zeng 2013, Seale and Solano 2012,
Agnolucci 2009), which found that the long-run price elasticity falls in the range of -
0.84 and -0.31.

Results from the WITCH model suggest that, in a BaU scenario, future price
elasticities of oil tend to converge across regions to the range of -0.51 (WEURO) and
-0.63 (TE) in 2100, as shown in Figure 14. Conversely, in a 450-ppm scenario
(Figure 15), the introduction of a carbon price (form 2015 onwards), will cause an
abrupt shift in the long-run price elasticities of oil. In fact, they will become more
inelastic, until the backstop will replace oil, causing a sharp rebound in regional

elasticities.

Interestingly, when the price of carbon will reach 100 $ per tonne of CO2 — which will
occur in 2030 — the regional elasticities will be in the range of -0.33 (SASIA) and -0.5
(MENA). Then, after 2030, the regional elasticities will start to diverge over time. This

is due to the different regional patterns of diffusion of the backstop technology.

However, the key issue for the oil extraction industry is the trend of the price elasticity
at the global level. If we consider the world price elasticity (black solid line), it will
become consistently less elastic compared to the BaU scenario and this explains the

associated uptick in the monopoly power in the 450 scenario.

5. CONCLUSION

This paper has investigated the outcome of a Nash-Cournot equilibrium in the oil

extraction sector using an Integrated Assessment Model. Two scenarios have been
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considered: a Business as Usual scenario and a stringent climate policy (consistent
with a 450-ppm target in 2100). They have been run using both a price equilibrium
setting and a Cournot competition. The main conclusions of this study can be

summarised as follow:

a) In all scenarios, the international price of oil turns out to be higher under a
Nash-Cournot competition compared to the price taker solution. This result is
driven by a restrained oil extraction, triggered by weaker investments. The
largest oil producer tends to behave more conservatively. Oil importing
countries tend to accelerate their extraction rate. Consequently, the growth in

world trade of oil slows down.

b) At the regional level, investments are diverted towards smaller producers. This
will cause ailing market shares for large oil-exporting countries. Nonetheless,
a Nash-Cournot competition will enhance the payoff of oil-exporting countries.
This result is driven by sluggish investments in the oil extraction sector, which

are displaced by a prompt rise in consumption of final goods.

c) In alow-carbon world, a Cournot competition in fuel markets reduces the price

of permits, under the hypothesis of a competitive carbon market.

d) In the short term, the introduction of carbon price hinders the responsiveness
of oil demand to a change in the oil price. Oil producers enhance their market
power due to a less elastic demand. Consequently, oil producers retain their
ability to set the price for many years, until a backstop technology will replace

oil.

e) A low carbon world increases the monopoly power of oil producers.
Nonetheless, a stringent will lead to flagging oil demand and shrinking
revenues, which will strain the economy of large exporting countries. In
particular, the largest oil producer (MENA) will bear the highest climate policy
cost (15.89%).

f) Finally, under a Nash-Cournot competition, global mitigation costs are slightly
reduced (3.54% instead of 3.64%).
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Fig. 3 Oil Demand
Business as Usual Scenario Stabilisation Scenario
BaU_PT BaU_Cournot 450 _PT 450 _Cournot
2005-2030 2035-2100 2005-2030 2035-2100 2005-2030 2035-2100 2005-2030 2035-2100
Cumulative Oil
Investments (TS)
MENA 4.6 36.8 2.0 224 33 4.4 1.1 0.9
LACA 2.2 26.8 1.8 22.6 1.3 0.9 1.1 1.2
TE 2.0 18.7 1.6 16.4 1.2 0.6 1.0 1.0
WORLD: 15.7 141.6 13.7 124.2 10.1 8.0 9.4 9.7
Cumulative Oil
Revenues (TS)
MENA 18.4 161.8 15.9 148.7 14.7 31.5 12.5 20.6
LACA 6.4 89.3 6.7 89.9 4.7 5.5 5.5 10.3
TE 6.9 70.3 7.1 73.2 5.2 4.9 5.9 9.9
WORLD: 49.4 556.5 51.5 580.2 37.3 55.2 43.0 84.2
Oil Market Shares:
MENA 37% 31% 31% 26% 39% 57% 29% 25%
LACA 13% 15% 13% 15% 13% 10% 13% 12%
TE 14% 12% 14% 12% 14% 9% 14% 12%
WORLD: 100% 100% 100% 100% 100% 100% 100% 100%
Average Return on
Investment (ROI)
MENA 3.2 4.0 4.6 6.2 2.6 3.4 4.8 8.1
LACA 2.5 3.0 2.9 3.5 2.0 1.9 2.9 3.3
TE 2.9 3.2 3.5 3.7 2.4 1.8 3.4 3.2
WORLD: 2.5 3.3 2.9 3.6 2.1 1.9 2.8 3.0

Tab. 1 Large oil producers: overview
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Social Welfare Discounted (5%) GDP losses
BaU PT  BaU Cournot 450 PT  450_Cournot BaU PT  BaU Cournot 450 PT  450_Cournot
USA -8413.0 -8418.3 -8500.5 -8506.3 - - 2.80% 2.81%
WEURO -9985.6 -9989.0 -10029.5 -10031.0 - - 1.35% 1.28%
EEURO -3032.3 -3033.0 -3057.0 -3055.9 - - 3.30% 2.54%
KOSAU -3485.0 -3486.6 -3491.1 -3493.2 - - 1.51% 1.69%
CAJAZ -3807.2 -3806.9 -3829.2 -3828.7 - - 1.99% 2.03%
TE -13380.4 -13360.3 -13699.1  -13659.1 - - 11.41% 10.54%
MENA -17953.3 -17934.8 -18538.1  -18528.7 - - 16.35% 15.89%
SSA -61488.7 -61413.3 -61063.9 -61051.4 - - -0.24% -0.36%
SASIA -27002.8 -27014.9 -27040.7  -27063.1 - - 2.08% 2.04%
CHINA -52168.7 -52203.9 -52853.5 -52877.9 - - 7.16% 7.11%
EASIA -29364.9 -29382.0 -29362.8  -29397.0 - - 3.07% 2.99%
LACA -22800.4 -22790.6 -22791.6  -22793.9 - - 2.82% 2.72%
INDIA -61439.0 -61483.2 -61339.1  -61425.7 - - 0.40% 0.66%
world - - 3.64% 3.54%

Tab. 2 Social Welfare and Policy Cost
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Marginal Costs and International Price of Oil
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Abstract

This paper argues that Nigeria can achieve its national development goals with up to
32 percent lower carbon emissions than in a business-as-usual growth scenario. A
lower carbon path offers not only the global benefits of reducing contributions to
climate change, but also net economic benefits to Nigeria, estimated at about 2
percent of GDP. These national benefits include cheaper and more diversified
electricity sources, with savings of the order of 7 percent or US$12 billion; more
efficient operation of the oil/gas industry, with discounted net benefits of US$7.5
billion more productive and climate-resilient agriculture; and better transport services,
resulting in fuel savings, better air quality, and reduced congestion. These domestic
benefits would be accompanied by a global benefit of avoiding some 2.3 billion tons
of CO2e (carbon dioxide equivalent) emissions over 25 years. An additional 1.4
billion tons of emission reductions are technically viable, but would require extra

financial incentives to be economically viable for Nigeria.

Keywords: Low Carbon Development, Sub-Saharan Africa, climate change

mitigation, Nigeria
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1. INTRODUCTION

The Federal Government of Nigeria (FGN) has formulated an ambitious strategy,
known as Vision 20:2020, which aims to make Nigeria the world’s 20th largest
economy by 2020. Sustaining such a pace of growth over a longer term implies that
by 2035 Nigeria would increase electricity generation by a factor of 9, road freight
transport by a factor of 18, and private car ownership by a factor of 3.5. Domestic
agricultural production would need to increase six-fold to meet the food requirements
of a growing population while decreasing dependency on food imports—an important
FGN priority.

Assuming conventional approaches to oil and gas production, electricity generation
and use, transportation, and agriculture, achieving these goals could mean a
doubling of greenhouse gas (GHG) emissions by 2035. Cumulative emissions over
this period (2010-35) might add up to 11.6 billion tons of CO2 (Gt CO2) to the

atmosphere—five times the estimated historical emissions between 1900 and 2005.

This paper' argues that there are many ways that Nigeria can achieve the Vision
20:2020 development objectives to 2020 and beyond, which include up to 32 percent
lower carbon emissions. A lower carbon path offers not only the global benefits of
reducing contributions to climate change, but also net economic benefits to Nigeria,
estimated at about 2 percent of GDP. These national benefits include cheaper and
more diversified electricity sources, with savings of the order of 7 percent or US$12
billion; more efficient operation of the oil/gas industry, with discounted net benefits of
US$7.5 billion more productive and climate-resilient agriculture; and better transport
services, resulting in fuel savings, better air quality, and reduced congestion. These
domestic benefits would be accompanied by a global benefit of avoiding some 2.3
billion tons of CO2e (carbon dioxide equivalent) emissions over 25 years. An
additional 1.4 billion tons of emission reductions are technically viable, but would

require extra financial incentives to be economically viable for Nigeria.

1 This paper summarizes the finding of a broader analytical effort: see Cervigni, Rogers and Henrion
(2013) and Cervigni, Rogers and Dvorak (2013).
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2. METHODOLOGY

The analysis of each of the four economic sectors is based on a comparison between

a reference scenario and one or more low-carbon scenarios.

The reference scenario was designed as a plausible representation of how the
country’s economy might evolve in the period up to 2035 on the basis of historical
trends and current government plans. It describes a reasonable trajectory for growth
and structural change of the economy in the absence of targeted interventions to
reduce carbon emissions. It assumes that future sector development decisions would
be made without any specific focus on their climate change impacts or on their long-
term resilience to a changing climate. It uses historic data to define the activity and
resulting emissions in the base year. It takes into account existing, concrete, feasible
investment plans (for example, power stations that are in the process of being built or
are under firm commitment) and attempts to include the “best-business-decision”
investments that could be made in future years within the constraints and barriers

that are present in the economy.

Thus, the reference case is not a mere continuation of current practice, nor is it
always the scenario with the highest GHG emissions. Sometimes the “best-business-
decision” investments will lead to higher energy efficiency, greater productivity per
unit of energy used, or cleaner energy sources, even within current constraints and
barriers. It follows existing policies and plans adopted by the government. For
example, the reference scenario for oil and gas assumes significant reduction in gas
flares following flare-reduction agreements and programs already in place. The
reference scenario for electric power assumes building nuclear power and coal-fired

power plants according to current government policy.

The low-carbon scenarios include technological, institutional, organizational, or
management interventions designed to achieve at least the same development
objectives of the reference scenario, but with lower GHG emissions and sometimes
also additional benefits in other areas. Adoption of low-carbon solutions often will
require policy changes to remove constraints and barriers. This process will
necessitate making project financing available to enable changes that would not

otherwise be practical.
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Different stakeholders may approach the search for a realistic low-carbon
development pathway from a different angle, illuminating important aspects of the
economics of GHG mitigation and implementation strategies. Choosing which
interventions or policy changes to include in the reference scenario and which to
leave to the low-carbon scenarios is a delicate task crucial to the credibility of the
strategy. It is very difficult to get buy-in from a wide range of stakeholders around an

excessively “dirty” reference scenario that is unlikely to happen in reality.
Selecting Low-Carbon Technologies and Interventions

The low-carbon scenario provides a list of low-carbon technologies, also termed
mitigation options or interventions, designed to reduce carbon emissions relative to
the reference scenario. Examples are: for agriculture, conservation agriculture, agro-
forestry, and sustainable rice intensification; for the oil and gas sector, reducing
flaring of natural gas and using more efficient pumps for oil extraction; for the power
sector, promoting energy-efficient lighting and generating power from renewables
such photovoltaics and wind; and for transport, expanding bus rapid transit and

tightening standards of fuel efficiency for road vehicles.

The study team considered a wide range of such mitigation options for each of the

four sectors. They then evaluated each candidate option using the following criteria:

. Potential resource availability, such as the area of land affected or solar
intensity for photovoltaics, in order to provide a rough estimate of the magnitude of
the potential emissions reduction. The study selected only those options with the
potential to have a substantial overall effect in Nigeria, ignoring some that, though

beneficial, have only modest or local effects.

. Technical-economic analysis to estimate the technical and economic
feasibility, comparing costs and emissions of each low-carbon option to a reference

technology that it replaces or supplements.

. Implementation feasibility in institutional, market, and policy terms, which took
into account feedback of sectoral experts, public and private sector stakeholders, and
members of civil society. It entailed identifying potential barriers to implementation

and measures and policies to remove those barriers.
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3. THE REFERENCE SCENARIO

The reference scenario projects a doubling of emissions from the four sectors from
2010 to 2035 [Figure 1]. Over the same period, the population is projected to grow by

82 percent and the real GDP is projected to increase 6.5 times.

Fig. 1 Annual CO,e Emissions in the Reference Scenario
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This doubling of GHG emissions results from an important structural change: In
2010, over half of the nation’s emissions originated from agriculture and land-use
change (53 percent), with oil and gas contributing 30 percent of the total. The power

and road transport sectors added 8 percent and 9 percent, respectively.

By 2035, in the reference scenario, the mix is projected to be radically different:
Agriculture, forestry, and land-use change constitute only 4 percent of the total. Oil
and gas drop from 30 to 12 percent. The power sector becomes the largest
contributor at 56 percent, followed by road transport at 28 percent (Figure 2). The

principal causes of these structural changes are as follows:

e For the agriculture sector, a dramatic reduction in net emissions is due to a slow-
down in land-use changes and to negative emissions from changes in annual,

perennial, and wet rice crops

¢ For the oil and gas sector, increased emissions from on-site gas combustion are

counterbalanced by a reduction in emissions from flaring
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e For the electricity and transport sectors, dramatic growth in emissions reflects
growing electricity generation and volume of road transport as a result of

increases in population and income per capita.

Fig. 2 Reference Scenario: Sector Composition of GHG Emissions in 2010 and 2035

4. EMISSIONS AND MITIGATION POTENTIAL FOR THE LOW-CARBON SCENARIO

The study team for each sector identified a set of low-carbon interventions (mitigation
options.) As indicated above, interventions were evaluated according to a series of
criteria, including the magnitude of potential emission reductions, technical feasibility,
economic feasibility, and institutional practicality. The goal was to assess whether
each option can help reduce carbon emissions while meeting Nigeria's ambitious

goals for economic development.
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Fig. 3 Annual CO2e Emissions in the Low-Carbon Scenario
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As result of this process, the teams selected some 30 options for inclusion in the low-
carbon scenario. These measures would allow the Vision 20:2020 development
goals to be reached with minimal change in annual GHG emissions, increasing from
303 Mt CO2ely in 2010 to 320 Mt CO2e 2035 [Figure 3].

The low-carbon scenario would result in a 50 percent reduction of emissions in the
terminal year relative to the reference scenario. The reduction in cumulative emission

over the whole simulation period would be some 3.7 billion tons of CO2e (Table 1).

Tab. 1 Low-Carbon Scenario: End-Year Emission and Cumulative Emissions Abatement by Sector

Power sector 0.37 0.16 1.92
Oil and gas sector 0.08 0.04 0.75
Road transport 0.19 0.14 0.45
Agriculture and LUC 0.03 0.65

The largest contribution to the total mitigation potential comes from the power sector
(some 1.9 billion tons), with smaller but significant contributions from oil and gas (0.7
billion tons), agriculture (0.6 billion), and transport (0.5 billion tons). The differences

over time between the emissions in the reference scenario and in the low-carbon
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scenario are shown in figure 4 as the “mitigation wedges,” reducing emissions from

the reference case (top black line) to low-carbon case (top of gray area).

Fig. 4 Mitigation Wedges for the Four Sectors
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Sectors differ significantly in time distribution of their abatement potential [figure 5]:
Agriculture and land use account for the largest share of emissions abatement in the
earlier years, when most of the changes in land use changes might take place. In the
middle of the period, the oil and gas sector provides considerable abatement
opportunities. In the second part of the simulation period, land-use changes slow
down, and opportunities for expanding renewable energy generation increase. This
reflects in part, projections that costs of renewable technologies will become
economically competitive with fossil fuel in terms of levelized cost. By the end of the
period, the power sector offers 60 percent of the total abatement potential.
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5. COSTS AND BENEFITS OF THE LOW-CARBON SCENARIO

Much of the low-carbon scenario appears economically attractive from Nigeria’s point

of view, even ignoring GHG abatement. Figure 6 shows the marginal abatement cost

(MAC) of each intervention (in US dollars per ton of carbon dioxide equivalent, $/t

CO2e), plotted against the accumulated potential mitigation in Mt CO2e from 2010 to

2035. The main interventions are ordered from lowest to highest MAC. Some 62

percent of the total mitigation potential (2.3 Gt CO2e) can be achieved at negative

cost—that is, at a net social benefit. An additional 25 percent or 0.9 Gt CO2e has a
MAC of $5/t CO2e or less. The remaining 14 percent (0.5t CO2e) has MAC values in
excess of $5/ ton. The average MAC of all 31 interventions (weighted by abatement
potential) is a net social benefit of $42/t CO2e.
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Fig. 6 MAC for Nigeria for Selected Low-Carbon Interventions
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Reviewing interventions using MAC shows that the benefits of the low-carbon
scenario vary by sector: In power and transport, interventions with more than 80
percent of the abatement potential have net social benefits (Table 8.2). In agriculture,
the corresponding share is over 35 percent; however in agriculture, and oil/ gas, a
significant share of total mitigation potential can be attractive for a relatively modest
carbon price of US$5/t CO2e or less; this is about 80% of the total the case of oil and

gas.
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Tab. 2 Shares of Sector Mitigation Potential by Class of Marginal Abatement Cost

Agriculture 36 23 41 100
Oil and gas 19 81 0 100
Power 82 5 13 100
Transport 81 19 0 100

Emissions abatement often requires higher capital expenditures, with lower fuel and

operating costs over time, resulting in substantial long-run national benefits. In the
agriculture sector, an additional public investment over the study period of $7 billion
(0.04 percent of GDP) would result in additional cash flow to farmers and landowners
of $37.3 billion (0.23 percent of GDP) while reducing GHG emissions by 646 Mt
CO2e.

For the oil and gas sector, a capital expenditure over the study period of $17 billion
(0.11 percent of GDP) would generate net revenue (gross revenues minus gross
expenditures) of $42 billion (0.26 percent of GDP). In the power sector, the capital
expenditure of $118 billion (0.7 percent of GDP) is projected to reduce net
expenditures (capital, fuel, and operating) by $225 billion (1.4 percent of GDP).

Tab. 3 National Costs and Benefits of Low-Carbon Scenario

Indicator US$BIlli Indicator US$Billio 2010-35,
on | GDP n| GDP Billion
2010-35 2010-35 Tons
COze
Agriculture | Cumulative 7 0.04 | Net social additional 37 0.22 0.65
public additional cash flow
capital
expenditure
Oil and gas | Cumulative 17 0.10 | Net additional cash 42 0.26 0.75
additional capital flow
expenditure
Power Cumulative 118 0.72 | Savings on 225 1.37 1.92
capital additional cumulative capital,
expenditure operating and fuel
expenditure
Transport Additional public (a) (a) | Reduced congestion, (a) (a) 0.45
capital improved air quality,
expenditure etc.

l

jTotaL_ | | a4l oss] 0000 | 2675

Notes: a. values not quantified
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In the transport sector, further work is required to quantify the public and private
expenditures and savings. They will include important health benefits from reduced
pollution (particularly in urban areas), reduced traffic congestion leading to time
savings in travel and improved quality of life, and increased productivity and

competitiveness in the manufacturing and service sectors.

In summary, there is the potential of abating some 3.7 billion tons of GHG emissions

(CO2e) with a net financial benefit close to 1.9 percent of GDP, over the study period.

6. CONCLUSIONS AND RECOMMENDATIONS

While possible and often economically attractive, low-carbon development is by no
means easy, in Nigeria or elsewhere. Barriers, including information needs,
technologies, institutions, regulations, and financing, stand in the way of making low-
carbon development a reality. Key recommendations to overcome these obstacles

and promote low-carbon development are discussed in this section.

Cross-cutting: Elevate decision making on low-carbon strategies to the Economic

Management Team level

An entity with a cross-sector policy mandate should be charged with the task of
defining climate action policies that will require the concurrence of several line
agencies. Pending a final decision on the proposed National Climate Change
Commission, the FGN might consider assigning to the Economic Management Team
(EMT) the role of overall coordination on policies for low-carbon, climate-resilient
development. Such action would make the technical leadership exerted so far by the
Federal Ministry of the Environment (FME) more effective; the FME would continue

exerting a role of stimulus and liaison with international climate discussions.
Recommendations for the Agriculture Sector
Promote research and extension on climate-smart agriculture

The Federal Ministry of Agriculture and Rural Development (FMARD) could launch a
dedicated program on climate-smart agriculture (CSA), with individual research lines
to be awarded competitively to institutions included in the National Agricultural
Research System. The program could focus on both development of planning tools
(for example, a CSA atlas) to define and prioritize opportunities for adopting "triple-

win" agricultural options (higher yields, higher climate resilience, reduced carbon
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emissions), as well as on the definition of solutions on the ground that farmers can
adopt. Strengthening of research should be accompanied by suitable measures to
improve the effectiveness of extension services, including through a larger

involvement of state governments.
Support demonstration projects on CSA technologies

The government could include in the Agriculture Transformation Agenda (ATA) a
dedicated program to support projects aimed at demonstrating and scaling up
climate-smart production and land management technologies. The proposed
program should focus on a range of areas wide enough to represent Nigeria’'s
different agro-climatic conditions, including regions particularly vulnerable (in the

north, but also in the southwest), and on strategic crops and supply chains.
Recommendations for the Oil and Gas Sector
Launch a program to facilitate the cluster-based collection of gas from flare sites

Because of the high cost of installing gas gathering and processing facilities at small
flare sites, it is recommended that consideration be given to collecting the small
volumes of associated gas (AG) in clusters for processing and export of the dry gas
and liquefied petroleum gases (LPGs). Opportunities for financing the initiative

through a carbon-finance program of activities should be explored.
Recommendations for the Power Sector
Support grid and off-grid renewable energy technologies

The Federal Ministry of Power (FMP) could actively develop large-scale renewable
energy projects. Hydropower could be an immediate priority, with a possible goal
being of having three major hydro projects ready for construction within 18 to 24
months, with completed feasibility studies (including resettlement, environmental and
social impact assessments). Feasibility studies for large-scale wind and concentrated

solar power (CSP) plants should also be considered.
Promote demonstration projects for grid and off-grid low-carbon technologies

The FMP could launch a series of demonstration projects to test in different
geographic contexts the viability of both small-scale, off-grid low-carbon power
systems (including PV, small hydro, wind, and hybrid generator set/renewables) and

larger scale renewable energy plants, such as wind and CSP.
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Both the feasibility studies for large-scale renewable energy projects, as well as the
financing for the demonstration off-grid projects, could be supported by seed
resources already earmarked for this purpose under the World Bank NEWMAP
project (Nigeria Erosion and Watershed Management Project) as well through

mobilization of additional resources.
Recommendations for the Transport Sector

Define an action plan to improve fuel efficiency and the effectiveness of the vehicle

inspection system

The FGN could develop an action plan to gradually close the gap between Nigerian
and European standards on vehicle efficiency and emissions. In parallel, the
application of an effective vehicle inspection and maintenance system in major cities
could be considered to improve vehicle maintenance and reduce tailpipe and GHG

emissions.
Define an action plan to improve the efficiency of freight handling and transport

The FGN could define an action plan for improving freight handling and transport.
Such a plan could involve an effective expansion of rail services, road infrastructure,
vehicle technology, logistical planning, and fleet management. Significant savings
(and a reduction in GHG emissions) can be achieved by leapfrogging into solutions

that have proven effective in higher income countries.
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Abstract

Climate change and air pollution are two major topics in international policy. Scientific
evidence points to the need of integrating both fields in integrated assessment stud-
ies. Climate change mitigation policies are based on restructuring the energy system
in order to reduce the emissions of greenhouse gases. These actions have impacts
beyond the climate change policy framework, namely in air quality policies. In this con-
text, we use the WITCH integrated assessment model to account for the impacts of
climate change mitigation actions on the air pollution strategies. We consider a set
of scenarios where both types of policies are combined, to analyze the magnitude of
the interactions between the climate change mitigation policies and air pollution abate-
ment strategies focusing on the energy sector. The results show the benefits of the
application of integrated emission abatement strategies, and reveal the undesirable
consequence that arises from reducing the aerosol concentration in the atmosphere.

Keywords: WITCH, air pollution, climate change, trade-offs
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1. INTRODUCTION

Climate change is a phenomenon mainly driven by the emissions of carbon dioxide
(CO,) and other Greenhouse Gases (GHG), such as methane (CH,) and nitrous oxide
(N2O) [12]. However connections between some air pollutants and climate exist and
became an independent branch of research [13]. Aerosols are known to play an impor-
tant role in the earth net radiative forcing, directly by changing the absorbing properties
of the atmosphere and indirectly interfering with properties of the clouds. Organic Car-
bons (OC) and sulfur dioxide (SO) aerosols scatter the sunlight therefore cooling the
earth’s atmosphere. Moreover they increase cloud droplet concentration augmenting
the cloud’s albedo and lifetime by retarding precipitation. This effect is considered as a
significant “mask” of the warming effects of the GHG emissions [13].

On the other hand, anthropogenic emissions of Black Carbon (BC) aerosols, also
called soot, have absorbing properties and thus contribute to a warming effect. This
type of particles has a characteristic black color which absorbs light. Another effect of
BC is the reduction of surface albedo when deposited, especially on ice and show. The
reduction of the ice albedo reduces the reflection of light and increases the melting of
the ice due to a higher absorption [15]. Moreover, the temperature increase caused
by the climatic change has consequences on the reaction rates of the pollutants in the
atmosphere. Likewise the changes in global circulation and weather patterns influence
the concentration and spatial distribution of the pollutants. Additionally, climate change
can affect the biogenic emissions and photochemical smog [7, 6].

The relation between air pollution and climate change goes beyond the physical
interplay of aerosols and the radiative forcing. The emission sources of GHG and of air
pollutants are often identical, thus mitigation policies on climate change may also con-
tribute to local air quality control policies [16, 10]. Contrarily air pollution control policies
will, most probably, lead to increased efforts of climate change mitigation policies, due
to the decrease in cooling aerosol emissions.

The negative effects, on human health and society, of both climate change and
air pollution are well known and both topics have great influence on the implementa-
tion and design of policies. The international policy deals with both topics separately,
examples of that are the UN Framework Convention on Climate Change and the Con-
vention on Long-Range Transboundary Air Pollution [11]. Despite the links between
these two environmental issues and their importance, integrated assessment models
tended to treat them separately, using different methodologies and focuses [16]. His-
torically, air pollution management tends to be based on End Of Pipe (EOP) measures
which normally are pollutant specific. Climate change mitigation, on the other hand,
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focuses on the management of fuels shares and energy technological options [1]. Ad-
ditionally climate change mitigation policies are often in contrast with local and regional
policy objectives, due to the global and long term objectives characteristic of climate
change. In this context the success of climate change policies would benefit greatly
from a deeper knowledge of the economic and environmental implications of climate
change policies in air quality. Accordingly, integrated assessment models are evolving
towards the integration of air pollutants’ emissions, impacts and benefits. In this con-
text, we developed an air pollution module to account for this relationship within the
World Induced Technical Change Hybrid (WITCH) model [4].

The main goal of this study is to study the contribution of climate change mitigation
to the achievement of air pollution goals. As previously mentioned, the relationship
between climate and aerosols can generate conflicts between air quality objectives
and climate targets. This happens due to the possible trade-offs between the cooling
effects of some air pollutants and the temperature targets of the climate global policies.
These trade-offs are still uncertain and should be better evaluated and analyzed.

2. METHODOLOGY

We have developed an air quality module for the WITCH energy-economic-climate
model, on the framework of the project LIMITS [8]. The module calculates the air
pollution emissions which are relevant for climate change interactions and allows for
the quantification of the air pollution abatements caused by stringent climate mitigation.
This model configuration permits to explore which are the climate policies that lead to
the greatest synergies with air quality policies which ultimately will lead to an increase
in human health. Thus providing a picture of the importance of integrated policies in
achieving air pollution reductions.

The WITCH model The WITCH model is an economic growth model designed to
study optimal economic and climate change policies [4]. The energy-economic system
covers the whole world, grouping the countries into sub-regions which share economic,
energetic and/or geographical characteristics. The energy sector is well represented
and it includes electric and non-electric use, six types of fuels and seven electricity
generation technologies. The climate module is connected to the economic system
using a damage function. The GHG emissions generated by the economy are trans-
lated into temperature and economic impacts, which in turn feeds back the model as
an economic gain or loss of a given region. Additionally, the model accounts for ac-
quired technological knowledge due to experience and also for research and devel-
opment investments to increase energy efficiency and reduce costs of biofuels. The
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model has been used in several economic and climate change policy studies [5, 3, 2].
For this study we have incorporated the air pollutants (OC, BC, SO,, Nitrogen oxides
(NO,), Particulate Matter (PM), Non-Methane Volatile Organic Compounds (NMVOC)
and carbon monoxide (CO)) into the WITCH model endogenously, in addition to the
GHG already taken into account by the climate module.

The air pollutants’ emissions are calculated according to the following equation:

Epn = Z Ajnefpjn (1)
j

where E are the emissions, A is the sectoral activity and ef is the emission factor
for every pollutant p, region n and sector j (energy related sectors). The sectoral
activity is calculated by the WITCH model and the emission factors are adapted from
the LIMITS database. Moreover, the model exogenously accounts for the non energy
related emissions, using the RCP 8.5 scenario [14], adjusted to the population growth.

The additional radiative forcing, by non-Kyoto gases, are provided, in a subsequent
step, by the MAGICC model [9].

3. RESULTS AND DISCUSSION

In this analysis we have chosen two air quality policies and two climate change mitiga-
tion scenarios:

e business as usual climate scenario with a current legislation air pollution scenario
— bauCcleA

e business as usual climate scenario with a stringent legislation air pollution sce-
nario (=~ 75% of the technical frontier) — bauCsleA

e mitigation climate scenario (equivalent to a radiative forcing of 2.8 W/m? by the
end of the century) with a current legislation air pollution scenario — mitCcleA

¢ mitigation climate scenario (equivalent to a radiative forcing of 2.8 W/m? by the
end of the century) with a stringent legislation air pollution scenario (~ 75% of
the technical frontier) — mitCsleA

The first policy bauCcleA refers to a policy baseline scenario, to which all other are
compared and that involves the lowest costs. The fourth scenario mitCsleA represents
a simultaneous climate and air pollution policy, thus it is the one from which better out-
comes are expected and with higher costs associated. Scenario bauCsleA highlights
the impacts of air pollution policies alone, while scenario mitCcleA the effects of climate
mitigation policies.
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The four Policy scenarios have been run and the comparison between them shows
the impacts of both types of policies. Figure [Fig. 1] shows the results for all the
policy scenarios and all the air pollutants. The bauCcleA scenario results show stable
or decreasing pollutants’ levels due to the current legislation emission factors which
imply the complete application of the existing air pollution laws. The results show a
significant impact of the climate change mitigation policy on all of the air pollutants,
specially important on SO, and NO,.. Likewise these are the pollutants that show the
highest effect of the air pollution control strategies. We observe that for the cases of
OC and BC the climate mitigation alone converge to similar results by the end of the
century as when applying both policies simultaneously. The same is not true when one
considers the early century period where air pollution policies are more important in air
pollutants’ emissions control than climate mitigation.

[Figure 1 about here.]

This is crucial for the particular case of china [Fig. 2], where climate mitigation
policies only start to be effective in the mid century, as for the case of BC, CO and
OC. China is a region of the world that would benefit greatly from the application of a
simultaneous climate and air pollution policy.

[Figure 2 about here.]

The emission reductions are achieved both by changes in the structure of the en-
ergy system (mainly climate mitigation policies) and by introducing EOP measures (air
quality policies). Figure [Fig. 3] shows the impact of the mitigation policies on the
pollutants’ activities.

[Figure 3 about here.]

We observe that by the end of the century almost all the coal and gas for electricity
has been replaced by electricity with IGCC biofuels and renewable energy sources’.
The shift to electricity with Integrated gasification combined cycle (IGCC) with biofuels
is mainly important in USA, Eastern EU countries, sub Saharan Africa, Central and
Latin America, Southeast Asia, Australia, South Korea and south Africa. This struc-
tural change drives important reductions in the air pollutants specially in SO,, however
it leads to small increases mainly in NO,. Additionally important reductions in non
electricity gas and oil energy sources are observed.

However, the energy sector is not the only driver of air pollution emissions, and
some pollutants are highly affected by sectors which are not controlled by the WITCH
model.

"Not shown in [Fig. 3].
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It is shown that for OC, CO and BC the non energy related sectors represent a ma-
jor share of the total emissions, also VOC present a significant share from the solvents
sector. This emissions can not be reduced directly with climate and/or air control poli-
cies, however they also open space to additional policies that can relax the constraints
in the energy system and in the air pollution control structures. On the other hand,
energy related emissions are rapidly cut down by climate mitigation policies, namely
energy generation, transport, industry and residential and commercial sectors.

Finally, we look at the physical interactions between climate and air pollution. Figure
[Fig, 4] depicts the impact of the policy scenarios on the total radiative forcing. The
results show a higher forcing for the air pollution stringent policies, this is according
to the expected since there is a higher reduction of the aerosols in these scenarios
thus reducing the scattering in the atmosphere, ultimately leading to an increase in the
radiative forcing and in the global warming [13].

[Figure 4 about here.]

4. CONCLUSION

We have calculated the impacts of a set of combinations of policies both related to
climate change mitigation and air pollution control using the WITCH integrated as-
sessment model. The analysis of the results shows that, in general, climate change
mitigation policies can achieve similar or even more effective influence in air pollutant
emissions by the end of the century than air pollution strategies. However the same
is not true for the beginning of the century (until ~ 2030) where air pollution policies
proved to be more effective in the fast reduction of emissions. Specifically, the results
for china show that a greater benefit would come from the simultaneous application
of both policies. Additionally, we have verified the unwanted consequence of the in-
creased radiative forcing due to the reduction of aerosol emissions induced by the air
pollution policies. This will ultimately lead to an increasing effort for reduction of GHG,
however leading to a more healthy environment. The results of this work generally con-
clude that climate change policies are able to reduce a major share of the air pollutant
emissions by the mid-end of the century, however a lot is still to tell about the costs of
these policies and their possible economic co-benefits.
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7. IMAGES AND TABLES

Fig. 1 WITCH world emissions for the different pollutants and policy scenarios, excluding the non
country based emissions (e.i. international shipping and aviation).
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Fig. 2 WITCH China emissions for the different pollutants and policy scenarios.

163



SISC, Second Annual Conference
Climate change: scenarios, impacts and policy

Mitigation Policies & Strategies

Fig. 3 WITCH world sectoral energy activities for the both energy scenarios (business as usual (bauC)
and mitigation scenario (mitC, 2.8 w/m?)), excluding the non-pollutant and non-energy related sectors.
Legend: elpc = electric pulverized coal, elpb = electricity from biomass, elcigcc = electricity IGCC coal,
elbigcc = electricity IGCC biofuels, eliol = eletricity from oil, elgas = eletricity from gas, neloil = non-
electric energy from oil, nelgas = non-electric energy from gas, nelcoal= non-electric energy from coal,
neltrbiomass = non-electric energy from traditional biomass, neltrbiofuel= non-electric energy from

traditional biofuels.
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Fig. 4 Total radiative forcing shown for all the policy scenarios.
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Abstract

While the calls for urgent and drastic climate action at all levels of the global society
multiply, climate policy development has significantly receded on the political
priorities list. Proponents of the Kyoto protocol approach are rather silent since the
2009 COP at Copenhagen, but hope one day “the only game in town” will play music.
The opponents seem breeding a wide variety of alternative approaches, with little
interaction and unifying proposals and initiatives. This article is not another variant
architecture of global climate policy. Here is specified and elaborated a set of ten
criteria for supporting the development of climate policy architecture. The ten criteria
are classified under — climate policy — design, process, and performance. It is
discussed what kind of attributes climate policy has to avoid, or contrary, has to own
for meeting the criteria. The analysis is open for comments, amendments, and
completion. Its main purpose is to show how rather simple analytical frameworks (like
a set of criteria) can provide functional scaffolds for constructing the proper climate
policy regimes.

Keywords: climate policy design criteria, process criteria, performance criteria

L A criterion is “a standard on which a judgment or decision may be based” (Webster’s
Collegiate Dictionary). Here standards are attributes to own or results to obtain by
climate policies or policy makers at various levels (from local to global).
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1. TEXT

A multitude of ideas about better climate policy architecture have been around for
many years [1], [2], [3], [4], [6]- The criticism on the 1997 Kyoto protocol has been
vivid since its approval and has grown over time [1], [6]. Next to academics, world
leaders sidelined the protocol at the 2009 COP in Copenhagen. But no alternative
policy architecture emerged for strengthening the credibility of the agreed +2°C
global temperature ceiling. In the debate the pendulum switched from UN steered
global prescriptions [7] to expectations about delivering bottom-up initiatives [5], [8],
eventually dressed in pledged actions. This contribution identifies ten climate policy
criteria and shows what kind of policy attributes and results may meet the criteria.

The approach is open for comments and additions.

In a few publications on climate policy regimes, criteria are suggested or applied [8],
[9]), for evaluating (proposed) climate policy regimes and their (expected) results.
Here is specified and elaborated a set of ten criteria for supporting the development of
climate policy architecture. The ten criteria are classified under — climate policy —
design (structure), process (action, procedure), and performance (outcome). [Fig. 1]
They are discussed one by one, although their interactions are many and some

intense and significant.

PoLicy DEsIGN. COHERENCE (also called: consistency) is a common quality standard,
but difficult to preserve when a policy covers many items, addresses a diversity of
constituencies, requests contributions from almost all scientific disciplines, and
operates at different levels. Nested polycentric and multilevel institutions are
recommended but submitted to “eight underlying design principles that characterize
robust common-property institutions” [10]. Despite the wide awareness about the
multilevel reality of climate policy, conflict between top-down policy command [7] and
bottom-up endeavors [8] delays progress in designing workable policies.
COMPREHENSIVENESS, reflecting the scope of the policy design, is also contentious.
The minimum scope is imposed by the policy problem itself, but additional ambition
may irresponsibly extend the scope. At minimum scope, global climate policy
encompasses mitigation and adaptation, respectively upstream (drivers and
pressures) and downstream (impacts) the atmospheric state of global COz-eq
concentration, building up by emissions of long-term potent greenhouse gases (GHG).
Mitigation reduces the GHG emissions, caused by fossil energy use, land-use
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changes, and industrial processes. GHG emissions daily result from trillions of
decisions by billions of people. Adaptation plows through major human activities and
natural assets (settlements, agriculture, water, biodiversity). Both mitigation and
adaptation address all centers of human activity: individuals and households — local
organizations and authorities — state, provincial, national — regional, global. Specific
polycentric approaches at the proper level are due [10], with “a wide array of
institutions rather than a single hierarchy” [8]. Already the minimum scope of global
climate policy is extremely challenging to cover politically and administratively in a
proper way. Yet, the policy tasks are a manifold heavier when global climate policy
mainstreams in sustainable development, as preferred by many e.g. IPCC. Blending
positions is understandable: since decades the development agenda is in limbo, and
at the 1992 Rio Summit on Sustainable Development the UNFCCC treaty was born,
receiving intense political and media attention up to the 2009 Copenhagen COP.
Blending is, however, not helpful because it overloads the climate policy train in a way
that it remains blocked in the station of departure. Mapping the comprehensive area
covered by global climate policy is necessary, but should be followed by rigorous
selection of the few paths that lead to emissions levels that guarantee a high
likelihood of staying below 2°C warming. A strategy of spearheading climate policy
along an urgent and drastic turnover of the global to local energy supply systems,
may better realize climate and development goals [3], [11]. SPECIFICITY is a crucial
attribute of policy designs. Different degrees of specificity are related to multilevel and
polycentric structuring, referring to the diversity of issues and actors, causes and
solutions. Policy designers pursue optimal specificity by finding out what issues and
which actors belong to a similar class, i.e. a class that can be treated similarly. The
policy for one class is designed specific, differing more or less from policies for other
classes [12]. Optimal policy design opens suitable degrees of freedom to the
regulated actors in constituting their personal state and processes that align with the
rules and goals of the policy. Such freedom permits a broadening of the classes, to
end with a limited and comprehensible set of classes that are manageable. This
accords with Simon’s analysis of complex systems as hierarchically organized,
decomposable in subsystems with a high degree of redundancy supporting practical
state and process descriptions [13]. But it does not accord with one-size-fits-all
mirages by imposing “uniform rules and large boundaries on systems so they are
more comprehensible to academics and policymakers” [10]. Many economists adhere
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the belief that a global uniform carbon price obtained via emissions trading or via
harmonized carbon taxes, could be created. They assume it would be superior to the
patchwork of effectively functioning regulations and instruments. They label the
policies that today function as preliminary and inferior, and recommend no further
development while expecting the messiah of uniformity. Such trials in superseding
optimal specificity mostly end in clumsy stapling of rules with exceptions and
exemptions agreed in comitology arenas, derailing or blocking policy process and
performance. At the other end of the spectrum, unlimited reliance on daily
governmental wisdom and power is even imprudent. Markets and states (or global
treaties in the case of global climate policy) are established and necessary, as are,
evidently decomposed, institutions and organizations. None are full substitutes for
coherent, comprehensive and specific designs; they are all valid parts of it.

PoLicy PROCESS. The URGENT & DRASTIC criterion bridges the design to the process
phase in climate policy. [Fig. 1] N. Stern [14] emphasized both attributes, although
they imply contradictory policy directions. On the one hand, a state of urgency leaves
no time for planting and fostering new institutions and organizations, for
experimenting unproven instruments, and for repeating policy failures. Established
and experienced institutes can deliver urgent responses by applying with agility and
creativity their know-how on new problems, eventually adapting or extending their
mission, methods and practices. It aligns with enhanced cooperation between
UNFCCC and other multinational organizations, and with authorities at lower levels
assuming the utmost share of climate policy design, investment and operation by the
Parties of the convention. On the other hand, drastic change requests novel
perspectives, analysis, proposals, directions, leadership, etc. And more is required for
a spearheading turnover of the energy systems worldwide, that should come first in
the industrialized countries, heavily locked in energy and carbon intensive
infrastructures, technologies, and practices. Revolutionary novelty is not the landmark
of powerful states, established organizations, vested companies, or acquainted
privileges. The stalemate positions hint that peaceful transitions to a low-carbon global
society are elusive. Which policy designs and processes are hitting the balance
between “stop losing valuable time” and “reckless storming into the minefield”?
FLEXIBLE & ADAPTABLE, generally lauded attributes for facing uncertainty and evading
lock-in (and its ultimate version: absolute irreversibility [15]). Flexibility across issues
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and adaptability over time are considered as “distinct advantages” by Keohane and
Victor [8], but should come evenhanded with responsibility and accountability. Flexible
is not “everything goes and is allowed”, but evolves within demarcated deviations from
a “normal” standard. It remains the task of policymakers to establish the normal
standards, and to assign deviation margins for flexibility. Adaptability is an attribute of
good policy, as brought up by decision analysis and by option value in environmental
policy [16]. One decides whether buying time, use of upcoming knowledge
(innovations), and preserving adaptability space, outweigh immediate irrevocable
(lock-in) investment. However, “wait and learn” may be replaced by “choose or lose”
in case irrevocable attributes are forgone forever when not adopted now [15]. In
climate policy both opposite poles are relevant. The time-sequential partitioning of the
climate policy cycle [3] completes the decomposability of the hierarchical complexity
(see criterion specificity). “Complex adaptable systems” stay in the centre of
discussing the meaning and evolvement of complexity [13]. RESPONSIBLE &
ACCOUNTABLE is connected to, often personal, actors. Responsibility refers to the
effects and consequences of past and present behavior, but also to future
engagement or obligations to lead, execute, care, etc. Accountable is almost
synonymous, adding the notion of payments in kind or in money when responsibilities
are not fulfilled. For environmental problems the “polluter pays principle” is established
since 1972, when OECD convened to make the companies pay the expenses of
abating pollution. The enlarged concept of polluters also paying damage costs of
residual pollution is not broadly applied. Proposals to charge countries for historical
GHG emissions [17] [18] are popular among developing countries, but difficult to
realize practically and politically. When precluding progress in common resolve to
address climate change by the most responsible nations, the idea is moreover
counterproductive. The polluter pays principle remains a beacon in implementing
equity principles [19]. Allocation of responsibility & accountability duties over nations,
organizations, and individuals, should respect fairness, their execution be monitored,
with graduated sanctions and procedures to enforce [10]. In discussing polycentrism,
Mansbridge [20] highlights four roles for the higher level authority (mostly the state):
“threaten to impose other solutions, provide neutral information, provide venues and
support for the local negotiation, and, crucially, sanction non-compliance”.
Enforcement is the linchpin of climate policies. Starting point is that sovereign nations
cannot be enforced; they have to commit or “bind” themselves [1]. No pledge is
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directly enforceable whether or not it is embellished with a tag “binding”. The arsenal
of softer pressures to engage Parties and keep them complying is broad but shallow,
such as: conviction, respected partnership in the world community, loss of status and
related benefits in other fields, exposure to eventual penalties, etc. Most convincing
are agreements that are mutually beneficiary [3]. Global benefits from urgent and
drastic emissions reductions are tremendously large [14], such as a little polluted
atmosphere, a stable climate, escaping the absolute irreversibility of a highly turbulent
and unreliable atmosphere and climate [15]. More and more the climate risks and
impacts shift from long-term and distant to short-term and nearby. The more people
live with nature and down to earth, the more they are exposed, also the more
concerned. The constituencies’ demand for responsible care by politicians will
presumably increase in the nearby future. The height of ADMINISTRATIVE &
TRANSACTION COSTS is of concern to every real-life policy. In 2007, IPCC [9] added
administrative feasibility as a performance criterion to the three standard ones [Fig. 1].
The literature on climate policy reveals an uneasy debate among (neo-classical
trained) economists and social scientists that want institutions and organizations to be
considered as even (or more) important as markets. Neo-classical economics prevail
in Anglo-Saxon academia, and strongly represented in the EU Commission’s climate
directory and in IPCC. Their uniform recipes are attractively simple, but humdrum, and
attract criticism. “Much study has focused on uniform cap and trade systems. Events
have shown this assumption to be unrealistic. The root of the problem with climate
policy analysis has been that the Integrated Assessment Models that it uses ignore
both transaction costs and institutions”. Rational Choice Institutionalism states
“transaction costs are positive and important” [21]. Where administrative and
transaction costs are assumed irrelevant, there is little interest in their identification
and measuring. But real policy is confronted with institutions and transactions, e.g. the
UNFCCC program on Monitoring — Reporting — Verification (MRV) of mitigation
actions pledged by the Parties. When effective control and sanctioning by higher-level
authorities occurs at the end of policy processes, the processes will be conceived
more carefully and realistically for making MRV feasible and affordable.

PoLicy PERFORMANCE. EFFECTIVENESS in mitigation is measured by the quantity of
emitted GHG over time, expecting that today’s growth in emissions bend of in the next
few years on a downward slide to low volumes around mid of this century [22].
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However, the date of arrival at the top of the emissions curve seems continuously
receding in time. Within UNFCCC, Annex-l countries have set distant GHG emissions
reduction targets as their mitigation goals. This approach has not proven to be
effective, and substitutes like other indicators of progress in emissions reduction,
pledged actions, and technology pushes, are suggested and some implementation is
going on [3] [1] [8]. When no quantitative indicators identifiable and measurable by
participant (Parties of the UNFCCC) are adopted, probably MRV turns out as a
bureaucratic mess. Identifiable mitigation effectiveness by participant is necessary for
incentivizing progress in a polycentric architecture. If not, leakage is abandoning and
robust emission reductions are unlikely. Effectiveness in adaptation is measured by
assessed risks of human, ecological, and economic losses. The already noted and
further expected losses are highly diverse and spread over the globe. MRV of
adaptation actions and results at many levels demands significant resources.
EFFICIENCY is the division of obtained results (physical effectiveness, eventually
monetized) by costs spent to realize the results. Costs should include monetized
externalities and other non-pecuniary uses of resources. In the best of all worlds, the
socially optimal results (wanted by people) are delivered at least costs. Because the
numerator of the efficiency ratio is very difficult to know, surrogates are
(democratically) declared policy objectives, and efficiency (then also called: cost-
effectiveness) boils down to realizing the objectives at least costs. This aspect of
efficiency is worshipped a lot in the appearance of global emissions trading or of
harmonized carbon taxes. Mathematically, total reduction costs from N emission
sources are minimized when every source reduces to the point where every marginal
reduction cost price is equal. The mathematical formula ticks higher gains when more
emission sources are included (ultimately all sources on earth). Economically and
politically, it is not possible, nor desirable, to amalgamate all sources on a single
(anyhow imaginary) market floor. Real institutions, diverse technologies and practices,
diverse preferences require the search for optimal specificity, with respect to other
design and process criteria. Also, dynamic efficiency (least costs over future periods
by induced innovation in selected technologies and practices) should prevail over a
static mathematical formula. The realities of cost minimizations exceed the simplicity
of a simple formula. This finding is opposite to the repetitive quoting of the
amalgamation mess as the “heavenly ideal the world should continue to strive for, yet
it may not be accessible by the human race”. Actually, the world should count on the

172



SISC, Second Annual Conference
Climate change: scenarios, impacts and policy
Mitigation Policies & Strategies

specificity of incentives and institutions, and on multiple governing authorities at
differing scales [10] [21]. This realistic road is not simplistic and conflicts and failures
will be a part of it, but progress is feasible and the outcome will pay off the effort.
EquiTy is the last of the ten criteria, but not the least. Equity is an essential
component of sustainable development [22], and stays high on the UNFCCC agenda.
The atmosphere and embedded climate as global, long-term commons trigger intra-
and intergenerational equity questions beyond the answering capacity of theorists and
of practitioners. Let me single out a few issues. First, a proper application of the
enlarged “polluter pays principle” on GHG emitters. This starts by applying fossil
energy use and carbon emission levies in all corners of the world, imposed by there
governing public authorities. Public levies on energy differ from rents cashed by
energy corporations: the money is available for the public interest, also for relieving
the living conditions of the poorest citizens. Levies based on present and future GHG
emissions are recommended. The GDP height of a country is proposed as proxy
metrics for the country’s historical emissions responsibility. Second, transfers from
donor to recipient Parties is a redistribution aspect of global climate policy. Transfers
may include technology, goods, finance, services e.g. to strengthen governance
capability. The size and direction of the transfers between parties depend on the
classification of the countries as donor or recipient. The Rio 1992 Annexes are
outdated and not enough specific to house a responsible and adaptable classification.
Better is the yearly ranking of all countries on a GDP/capita scale. Countries above
average income are donors to countries below average income. Gifts and receipts are
graduated over the scale, and adjusted by every country’s yearly performances on
mitigation and adaptation progress indicators. This will not solve all the world’s
development and inequity problems, but in this way operational climate policy
contributes to sustainable development.
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Abstract

Within climate and energy policy evaluations, computable general equilibrium models
are amongst the most used tools to assess and quantify climate mitigation costs.
While key model parameters have been recently downward revised, few attempts
have proposed an extensive sensitivity analysis on policy costs and related effects,
explicitly comparing old with new elasticity values. Employing the widely used GTAP-
E model in its existing two model versions, this paper intends to bridge this gap. We
disentangle the role played by each distinct parameter category in affecting policy
cost, carbon price, and leakage effects. An increased rigidity of the GTAP-E model is
generated when key substitution parameters are replaced with a set of validated
elasticities. We show that the most important assumption, driving results on policy
costs and carbon price, is the substitution flexibility between capital and energy
inputs. This, shows to be the most relevant elasticity component to address the
carbon leakage concern too. A lower capital-energy substitution generates a
structural rigidity in the system such that leakage also applies when more

favorable trade settings are assumed.

Keywords: climate change, climate mitigation, General Equilibrium Modelling,
elasticity parameters
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1. INTRODUCTION AND MOTIVATION

Quantifying climate mitigation costs has been the scope of many analyses since the
Kyoto Protocol agreement was sealed, and many methods and models have been
implemented to this aim. Several simplifications and assumptions are needed in
order to deal with difficulties in evaluating policy impacts and costs. This paper
proposes a sensitivity analysis on models assumptions that are expected to influence

policy costs and implications.

Amongst the tools used for policy evaluation, Computable General Equilibrium (CGE)
models have recently gained much attention in the context of climate policy cost
assessment and energy policy analysis. A big number of CGE studies base their
results on a widely used model, GTAP-E [1, 2]. GTAP-E improves the production
structure of the well-known GTAP standard model [3] introducing inter-fuel

substitution and combining energy with capital.

In spite of its extensive use, only recently there has been a validation of the values
adopted in GTAP-E for key elasticity parameters; this has been proposed by
Beckman et al. [4, 5], which acknowledge that the model’s energy demand is too
price elastic (i.e., original substitution parameters are overestimated), leading to a
substantial underestimation of climate abatement efforts. Hence, a set of new
validated parameters is proposed, which has been already extensively used within
CGE literature [6-11].

However, only a couple of attempts have proposed a sensitivity analysis of mitigation
costs, explicitly comparing the outcomes resulting from using original versus revised
parameter values. A first effort is that of Michetti and Parrado [12] which focusing on
the forestry sector modelling propose a sensitivity analysis confirming that the lower
the factor demand elasticities, the higher the abatement effort required to achieve
emissions reduction targets. A second study by Golub [13] centered on the modeling
of the capital adjustment mechanism across markets and on decomposing the impact
of energy and non-energy channels on carbon leakage, substantiates that the costs
of achieving abatement targets are much higher when a low degree of technological

flexibility is assumed.
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Both studies produce their outcomes using models based on, but far different from,
GTAP-E. This makes difficult disentangling the effects of a change in the elasticities

for the carbon supply and the level of technological flexibility.

Considering original and new parameters, the present study offers a sensitivity
analysis specifically focusing on the supply side of the GTAP-E model, accounting for

its two existing model versions.

2. PRODUCTION STRUCTURE, ELASTICITY PARAMETERS AND
POLICY COSTS IN A GENERAL EQUILIBRIUM FRAMEWORK

Typically, CGEs model the level of available technology and agents’ responses to
changes in relative input prices, with a nested production structure involving different
constant elasticity of substitution (CES) functions. CES aggregators, used to
reproduce the response of the economic system, represent a parsimonious and
elegant way to adopt different assumptions about the substitutability between diverse

pairs of inputs.

The extent to which the input mix can change (i.e., the responsiveness of the
production to variations in relative input prices following a climate policy) is
determined by substitution or elasticity parameters (o) in the production function.
Thus, the size of substitution parameters in each nest is central for climate policy
analysis as it determines the dimension of the abatement effort. The magnitude of
corresponding elasticities drives the policy burden in such a way that with a higher

substitution flexibility, policy costs will turn out to be lower.

Graphically the GTAP-E production function can be represented as a nested tree
[Fig. 1]. Starting from lowers to higher nests, the production structure involves initial
inputs, intermediate aggregates and final outputs. The upper-level describes the final
output of a generic sector j, which can be expressed as a function of the aggregate
value added-energy (VAE), and the other intermediate inputs purchased from the
remaining sectors. Lower levels are represented by CES functions allowing for some
degree of substitutability (0VAEN) between primary production factors (land, labor,
natural resources), and a capital-energy composite (KE), produced, in its turn, by

combining capital (K) and energy (E) with an elasticity of substitution oKE. Then,
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energy (E) is modelled as a mix of all energy vectors, combining a single type of
energy with a composite in pairs, according to their particular features. The first
energy mix compounds electric (EL) with non-electric energy (NEL) with the elasticity
of substitution oENER. Then, the Non-electric composite (NEL) results from
combining coal and non-coal energy, assuming an elasticity of substitution of cONELY.
The rest of liquid fossil fuels (oil, gas, oil products) are pooled in a composite
(NCOAL) also following a CES production function with the elasticity of substitution
oNCOAL.

Comparing original with parameters revised by Beckman et al. [11] we aim to
evaluate the effects exerted by changes in elasticity values. We make assumptions
on the capital and inter-fuel substitution parameters for each nest of the production
structure [Tab. 1]. In addition, we recalibrate the original cVAE values, using new
supply elasticity values (assumed the same across regions) for coal, oil, and gas
sectors (coal = 1; oil = 0.25; gas = 0.60) [Tab. 2].

3. EVALUATION OF CLIMATE POLICY EFFECTS IN GTAP-E

The GTAP-E model links a more detailed representation of the energy supply
compared to the standard GTAP framework [3], considering inter-fuel and fuel-factor
substitution, with a top-down (economic) approach. Such specification is also
enhanced with a carbon tax and an emission trading system, which allows imposing
regional reduction quotas on CO2 emissions and simulating the trading of emission
permits among countries participating in a coordinated mitigation effort. This
formulation reproduces a carbon market where the allocation of emissions permits
among participating countries results from equalizing the marginal climate abatement
costs across the trading areas (equaling the common price at which the quotas are
traded).

We use the GTAP-E model in the two existing versions: the original by Burniaux and
Truong [1], and the framework revised by McDougall and Golub [2], respectively B-T
and McD-G from now on. The comparison of the corresponding results functions as a
robustness check. Although both versions share the same core structure and initial

parameters, there are some differences such as the way the emissions are modelled
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along with the carbon taxation, the emissions trading system, as well as the
formulation of the inter-fuel and energy substitution. We use the GTAP 8 database

for 2007 as reference year with a specific regional and sectoral aggregation [Tab. 3].

4. BASELINE AND POLICY SCENARIO

The baseline scenario for 2020 has been calibrated following major assumptions for
population and GDP from the Shared Socioeconomic Pathways, considering the
Middle of the Road scenario (SSP2). This setting envisages the continuation of
current trends with some achievements of development goals and a slow reduction in
fossil fuels use [14-16]. As for coal, oil and gas prices, they have been calibrated to

closely reproduce the trends proposed by the International Energy Agency [17].

We simulate a climate policy where major emitting EU countries agree to curb their
carbon emissions in 2020 as proposed in the Copenhagen Accord, low pledges [18,
19]. For the sake of simplicity, we include only CO2 emissions in this analysis. By
allowing European regions to exchange emissions permits on the carbon market, we

replicate the European Emissions Trading System (EU-ETS).

5. SENSITIVITY ANALYSIS AND BASELINE RECALIBRATION

Considering recently revised parameter values [Tables 1, 2], we evaluate the overall
sensitivity of policy costs to changes in elasticities as well as the individual
contributions of each parameter category (0KE, cENER, oNELY, oNCOAL, and
oVAEN) to the total cost variation. In the following sub-sections, illustrative figures
are presented for both GTAP-E model versions for which we highlight differences
expressed in terms of mitigation cost as percentage of GDP, carbon market price,

and leakage effects.

a. POLICY COSTS

A mitigation target of 20% emissions reduction by 2020 would imply for the EU
an indirect cost in terms of real GDP in the range 0.25% and 0.63% [Fig. 2].
When the old elasticities are in place the difference between the two model

versions is indiscernible. In this case, policy cost is around 50 USD bn
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corresponding to a 0.25% decline in GDP compared to 2020 baseline values.
Using all new parameters, policy costs attain 132 (B-T) and 114 (McD-G) USD
bn. In relative terms, these are 158% (B-T) and 128% (McD-G) higher than
those reported using old elasticity values. Hence, we confirm that the lower
the flexibility in substituting energetic-inputs the higher the policy cost [Fig. 3].
In general, differences between models, across elasticity scenarios and

regions, are negligible and below |0.2| percentage points (results are robust).

The variation of the supply elasticity for coal, oil and gas sectors (and
therefore the corresponding variation of c6VAEN) maintains policy costs almost
unaltered. The larger impact in raising the mitigation cost is produced by the
elasticity oKE, followed by cENER and oNELY.

In opposition to what occurs with the other parameters (higher rigidity
increases policy costs), by lowering the oNCOAL elasticity a cost reduction
occurs. Although this may appear counterintuitive, the explanation is rather
simple. Specifically, the oNCOAL elasticity belongs to the lower nest where
only fossil fuels (oil, and oil products, in addition to gas) are combined. When
a climate policy applies and increases fossil fuel prices, an industry, such as
electricity generation, can switch to less carbon-intensive fuels (from coal to
gas). However, a reduced inter-fuels substitution (lower cNCOAL value) leads
to abandon the increased-cost inputs (and the composite in which they are
used for) in favor of other inputs or factors in the upper nests, which are less
carbon-intensive (non-electric, energy, capital-energy, and value added). This
explains the decline in the final policy cost. Whereas the size of the effect is
contained because the cost share of the lower nest inputs is much smaller
compared to that of the upper nests, where more possibilities for substitution
exist. Shifting from the original to the new values for all substitution elasticities
simultaneously generates a compound effect due to the interaction of all the
nests at the same time. For all the regions, costs are more than doubled
compared to the original scenario. The updated formulation reduces the
flexibility of the whole system where it is more difficult to substitute energy
commodities with capital, and the most valuable alternatives to deal with an
increased carbon price are mostly located in the upper value-added-energy

nest.
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b. CARBON PRICE

The price pattern is symmetric to the policy cost in terms of GDP, and the
prices in both model versions are close for each scenario [Fig. 4]. The set of
new parameters produce a price increase of 179% (B-T) and 151% (McD-G)
compared to the original set of values. The relative rise in the carbon price is
much higher than that of the indirect policy cost, measured as percentage of
GDP.

c. CARBON LEAKAGE

Carbon leakage is one of the measures that allows synthetizing the real policy
success by looking at the mitigation effort offset by the increase on emissions
outside the agreement. Leakage depends on the rest of countries that do not
face an emission constraint and, therefore, are free to adjust to changes in

import demands from regions enforcing a climate agreement.

We compute leakage rates as emissions increases outside the EU policy
boundaries divided by the reduced emissions following the EU mitigation
target [Fig. 5]. Variations in the substitution elasticity at different nests produce
changes in leakage rates, confirming the importance of the substitution
elasticity for the capital-energy composite: the only parameter able to shrink
the magnitude of leakage in all cases. Reducing the substitution elasticities in
the rest of the lower nests, below the capital-energy composite enlarges the
leakage effect. The carbon price signal in countries implementing the climate
policy translates in a reduction of world prices, which benefit the rest of the
world. This effect is more evident when the supply elasticity of fossil fuels is
reduced. Indeed, with an inelastic supply, given that shifts in demand will
produce higher price variations, the price of fossil fuels in the international
market would be even lower, therefore amplifying leakage. In this case, the
combination of all rigidities imposed with the new set of parameters shows a

leakage rate that is around three times higher vis-a-vis original values.
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In terms of distributional leakage effects North_ EU15 would pay the most in
absolute values, (more than 22 and 50 USD bn, respectively, for the original
and new set of parameters). However, East EU12 and Med_EU12 are the
most affected regions in terms of climate policy impact on GDP in percentage
values [Fig. 6]. Indeed, an emissions reduction of 20%, of their 1990 values,
corresponds to a reduction of their GDP between 0.5% and 1.1% for the
original and new set of values, respectively. Remaining European regions’
effort is between 0.17% and more than 0.63% for the new set of elasticities. As
for the rest of countries not participating in climate mitigation, impacts on GDP
are dissimilar across regions and elasticity scenarios. To a lower flexibility in
energy inputs substitution corresponds, as expected, larger leakage gains for
regions remaining outside the policy agreement. Benefiting the most from the
EU’s climate policy is the Rest of Europe and the Rest of Former Soviet Union

showing a relevant increase in their GDP.

6. CONCLUSION

This paper analyses the flexibility of CES nested production structure, widely used in
CGE models and in the context of climate policy evaluation. We use the well-known
GTAP-E model in a climate policy context to investigate the sensitivity of policy costs,

carbon price, and leakage effects to changes in elasticity parameters.

The most important elasticity driving results is the capital-energy substitution.
Changes in this elasticity can affect not only policy costs but also the leakage rate,
which is a measure of the effectiveness of a unilateral mitigation effort. Reducing only
this elasticity could decrease leakage outside the EU coalition on climate change.
Moreover, a lower substitution between capital and energy together with reduced
elasticities in the lower nests of the production function generate a structural rigidity
in the system so that leakage also applies in different trade settings, simulated by
changing assumptions on Armington elasticities.

All policy evaluations, performed with any kind of model, are subject to their own

limitations due to the simplifications made to simulate the complexity of the real world

with, unfortunately, insufficient data resources. We have shown that, within CGE
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models, downward revising elasticity values provides costs and leakage rates much
higher than those normally presented by the CGE literature on climate policy costs.
With our exercise, we have tried to understand the magnitude of these numbers and

the assumptions driving these outcomes.
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. IMAGES AND TABLES
Substitution elasticity Original New
Capital & Energy (oke) 0.5 0.25
Energy composite (Oener) 1 0.16
Non-electric Energy (oneLy) 0.5 0.07
Non-coal energy (OncoaL) 1 0.25

Tab. 1 Elasticities for energy and inter-fuel substitution.

Region Coal Oil Gas
Original | New | Original | New | Original| New
Supply elasticity 10 1 1 0.25 4 0.6
Value Added elasticities (ovaen)
USA 3.8 0.38 0.39 0.1 0.2 0.03
North Europe 3.7 0.37 0.4 0.1 1.55 0.23
North EU15 3.8 0.38 0.4 0.1 0.53 0.08
Mediterranean EU15 3.5 0.35 0.38 0.1 0.01 |0.00076
Mediterranean EU12 3.4 0.34 0.35 |[0.09| 0.19 0.03
Eastern EU12 3.3 0.33 0.35 |0.09| 0.07 0.01
Rest of Europe 3.7 0.37 0.36 |0.09| 0.35 0.05
Russia 3.3 0.33 0.39 0.1 0.58 0.09
Rest of FSU 3.2 0.32 0.37 |0.09| 0.68 0.1
South Korea 3.8 0.38 0.26 |0.06|0.00011 |0.00002
Australia 3.7 0.37 0.39 0.1 1.08 0.16
South Africa 3.9 0.39 04 0.01 0.97 0.15
Canada 3.9 0.39 0.39 |0.01 1.36 0.2
Japan 4 0.4 0.4 0.01 0.01 0.0011
New Zealand 3.9 0.39 04 0.01 0.68 0.1
North Africa 3.6 0.36 0.4 0.01 1.31 0.2
Middle East 3.8 0.38 0.39 |0.01 1 0.15
Sub Saharan Africa 3.1 0.31 0.39 |0.01 1.19 0.18
South Asia 3.8 0.38 0.4 0.01 0.26 0.04
India 4 0.4 0.39 |0.01 0.28 0.04
China 3.6 0.36 0.37 |0.09| 0.28 0.04
East Asia 3.9 0.39 0.39 0.1 0.79 0.12
Rest of Latin America 4 0.4 0.4 0.1 0.92 0.14
Brazil 4 0.4 0.39 0.1 0.75 0.11
Mexico 4 0.4 0.36 |0.09| 0.51 0.08

Tab. 2 Value added nest Substitution elasticities for fossil fuels.
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N Regions Description Sectors
1 USA United States Agriculture
2 | North_Europe North Europe Forestry
3 | North_EU15 North Europe_15 Fishing
4 Med EU15 Mediterranean Europe 15 Coal
5 Med_EU12 Mediterranean Europe 12 Oil
6 East EU12 Eastern Europe 12 Gas
7 RoEurope Rest of Europe Qil products
8 Russia Russia Electricity
9 RoFSU Rest of Former Soviet Europe | Energy Intensive Industries
10 | SouthKorea South Korea Other Industries
11 Australia Australia Transport
12 | SouthAfrica South Africa Market Services
13 Canada Canada Public Services
14 Japan Japan
15 | NewZealand New Zealand
16 NAF North African Countries
17 MDE Middle East
18 SSA Sub-Saharan Africa
19 SASIA South Asia
20 India India
21 China China
22 EASIA East Asia
Rest of Latin American
23 RoLACA Countries
24 Brazil Brazil
25 Mexico Mexico

Tab. 3 Regional and sectoral aggregation.
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Fig. 2 EU Policy costs in 2020 corresponding to a 20% mitigation target.
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Abstract

Policy making in the face of climate change is a process that has to take into account
and incorporate several sources of uncertainties, as well as the normative models so-
cieties decide to adopt to cope with those uncertainties. In the present paper we use
best available knowledge, produced for the fifth IPCC assessment report, to account
for uncertainties affecting future climate change, its economic impact on societies and
the cost of mitigating climate change. This knowledge comes from inter-model com-
parison datasets: the fifth phase of the Coupled Model Intercomparison Project for the
climate and the AR5 Scenario database involving many integrated assessment models
for the mitigation costs. We then identify robust climate policies by means of a set of
selection rules representing the different attitude towards uncertainty and ambiguity.
The results show a trade-off between the uncertainties on mitigation costs and on the
economic impacts from climate change.

Keywords: uncertainty, mitigation, economic impacts, decision making frame-work
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1. INTRODUCTION

The assessment and the selection of climate policies is hampered by uncertainties.
Indeed, while many efforts have been carried out in recent years, there is still an in-
complete understanding of climate change in many aspects. These uncertainties has
to be taken into account during the evaluation process, they have to be quantified and
reported. And, in case of incomplete information which prevent a consensus on the
quantification, the decision maker must also be informed as mentioned in the IPCC’s
recommendations on uncertainties [13]. It is also important to provide for decision
support in this context of uncertainty and ambiguity.

Heal and Millner [8] classify the uncertainties in two major categories: the scientific
uncertainty and the socio-economic uncertainty. On the one hand, some phenomena
are known to be highly uncertain (e.g. long-term climate sensitivity or the aerosol ra-
diative forcing) and, while parameters describing the internal climate variability may be
less uncertain in the future, the improvement in the understanding of the climate sys-
tem is creating new research questions and may raise the overall climate uncertainty
[7]. Additionally, many climate models coexist which are based on different modeling
assumptions and geophysical process descriptions. Inter-model comparison projects,
such as the fifth phase of the Coupled Model Intercomparison Project (CMIP), aim at
capturing this variability and provide range of climate outcomes [19]. On the other
hand, the socio-economic uncertainties are linked to human development, on future
human decisions and on the interaction human-nature. Recently, the integrated as-
sessment community put some efforts to provide range of socio-economic outcomes
from their integrated assessment models (IAM).

The standard approach to select the best policy action is the expected utility frame-
work [22], enhanced by [17]. This framework requires that the decision maker is ratio-
nal and has a complete knowledge of the uncertainty, so he can rank possible futures
and choose the one which provides him the maximum expected utility. However, this
knowledge of uncertainty can be ambiguous and others decision frameworks have to
be considered [11]. Thus, selection rules of optimal policies can be based on prob-
abilities or degrees of belief, on the existence of multiple priors or can be based on
non-probabilistic criteria [8].

In this paper, we use best available knowledge to account for uncertainties affect-
ing future climate change, its economic impact on societies and the cost of mitigating
climate change. We then select robust climate policies by means of a set of selection
rules that reflect the attitude of the decision maker facing uncertainty. The paper is or-
ganized as follows. Section 2 presents the adopted methodology to perform the policy
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assessment. Section 3 presents the selection rules and the results. We conclude with
Section 4 with a discussion on the approach and on the forthcoming studies.

2. METHODOLOGY

[Figure 1 about here.]

The integrated assessment is decomposed in three components: the socio-economic
scenarios, the climate system and the global economic impacts. We use the best avail-
able knowledge to account for uncertainties in each of this component. First, Emissions
profiles and mitigation costs are coming from inter modeling comparisons projects,
from the IAMC dataset. A climate model, SNEASY [21], is producing probabilistic tem-
perature projections, calibrated on the CMIP5 outcomes. Three probabilistic damage
prior functions, fitted with estimates from literature, compute the economic impact of
climate change. These costs are aggregated in a discounted utility function and a set
of policy selection rules are applied (see Figure 1).

A policy action is characterized by a carbon budget, defined as the cumulative CO,
emissions over the 21st century. Meinshausen et al. [12] established a robust relation
between theses emissions and the temperature increase. In this context, the carbon
budget can be used as a policy decision determining the foreseen warming occurring
during the next decades. The decision is taken now (t = t;) and there is no resolution
of the uncertainty over time. This last assertion can be supported by the fact that
between the third and the fifth CMIP, the spread in climate outcomes didn’t diminish
[10]

We denote the carbon budget ¢ € R* and the states of the world s. The prior on
damage function is denoted p. The net present welfare is computed as

Wi(c;s,p) = gﬁf’tmj(cs, p) (1)
JZ

where [ is the discount factor and
Yi(c;s, p) = Ve x Mi(c;s) x I(c;s, p). 2)

M;(c; s) are the mitigation costs and /;(c; s, p) are the economic impacts from climate
change, expressed in % GWP change. Y is a reference GWP trajectory.
To introduce the risk aversion, we use a recursive utility function [4] is expressed as

e
Vi(eip) = [(1 = B)Y!*(e) + 8 (B Vi (i p) 17, 3)
where « is the relative risk aversion and p, the inverse of the intertemporal elasticity

of substition. E; is the expectation operator, which allows us to compute a certainty
equivalent across all states of theworld.
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Mitigation costs The mitigation cost estimates come from a set of IAMs which have
participated to inter model comparison projects. Using a common protocol describing
the policy scenarios to be run, the models provided the same outputs in order to ease
the comparisons. We use the outcomes from 5 modeling comparison projects: EMF-
22, EMF-27, AMPERE, LIMITS and ROSE, and 289 different scenarios are considered.
10 models are considered: GCAM, GRAPE, IMAGE, MERGE, MESSAGE, MiniCAM,
REMIND, SGM, TIAM and WITCH. Only long-term model, with a time horizon up to or
beyond 2100, have been retained. The selected models show different characteristics.
Some have a bottom-up approach, while others have a top-down approach. They have
different representations in space (numbers of regions), in time (period length) or in
type of usage (optimization or simulation mode). Such an heterogeneity makes the
comparison of mitigation costs difficult, but, given the large number of scenarios, the
dataset allows us to obtain a large number of possible socio-economic futures.

In the top-down models, the mitigation costs is provided in terms of percentage of
gross world product, so the values are taken directly. In the bottom-up model, the miti-
gation costs are available either as additional energy sector cost or as the area located
to the marginal abatement curve. These values are absolute and are translated in per-
centage change in comparison with the baseline scenario. In the case of additional
energy sector cost, the mitigation cost is underestimated, as the others sectors costs
are ignored, but the energy sector remains the most costly sector.

CMIP5 emulation To compute the climate response to climate policies, we use the
climate model of reduced complexity SNEASY, which is composed of a climate module,
a carbon cycle model including feedbacks from the atmospheric CO, concentration and
temperature, and an Atlantic meridional overturning circulation box model [21]. In this
study, we don’t consider tipping points, thus the slowdowns of the Atlantic meridional
overturning circulation are not explored, while it is featured in the model. SNEASY
is enough fast to perform data assimilation and to run in probabilistic mode. To em-
ulate the CMIP5 temperature projections, the model parameters are estimated using
a Bayesian inversion technique based on the Markov Chain Monte Carlo (MCMC) al-
gorithm. This procedure has been similarly applied to an older version of the model
and describe in [21]. However, in this case, the model was constrained with with past
observations.

Other climate models have also been run in a similar framework: the “Bern model”[9],
MAGICC [15], with a version including a probabilistic carbon-cycle [2] and the interme-
diate complexity model EMIC [18]. In all cases, they all use an observation-informed
Bayesian approach to estimate the joint probability distribution of the parameters.
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Precisely, in our climate model, the estimated climate parameters are the climate
sensitivity, the vertical diffusivity of heat in the ocean and the aerosol scaling factor to
the radiative forcing. The carbon-cycle estimated parameters are the carbon fertiliza-
tion from living plants, the respiration sensitivity related to temperature and the ther-
mocline carbon transfer rate in the ocean. Additionally, initial conditions of atmospheric
temperature and CO, concentration are also estimated.

In the MCMC, 10’000 parameters’ combinations out of 1 million are retained. Each
colon vector of the chain can be consider as a different state of the “climate” world.
To produce probabilistic temperature projections, CO, emissions are taken from the
dataset, together with the CH,4, N,O emissions. The radiative forcing from the aerosols
is taken from the RCP scenarios.

Economic impacts of climate change Tol [20] reviews from the literature 17 esti-
mates of total economic effects of climate change. These estimates have been cal-
culated using various methods, but they usually aggregate one by one the economic
costs of individual global and local impacts. For each studies, the study reports the
mean estimates of the economic impact for a given increase of the global temperature.
Five of them also include a measure of uncertainty under the form of standard deviation
(normal distribution) or a confidence interval (skewed distribution). In the case of the
skewed distributions, we estimate the parameters of displaced Gamma distribution that
match the confidence interval and the mean. We adopt three priors of economic impact
function, as there is no consensus on it. Let D, are the economic impacts expressed
in % of GWP, T is the temperature increase and ; are the regression coefficients.

1. A quadratic impact function D; = 5, T + 3, T2, as proposed by Tol [20] and has
been used in the DICE integrated model Nordhaus and Boyer [14]. This function
allows for benefits at low temperatures.

2. A exponential impact function D, = exp(—33T?) — 1, as introduced by Weitzman
[24], without the possibility of benefits and with greater losses at high warming.

3. A catastrophic impact function D; = 3, T2 + 35 T®, adapted fromWeitzman [25],
which highlights catastrophic outcomes at extreme temperatures.

[Figure 2 about here.]

We compute the distribution of the regression coefficients of the quadratic damage
function, by performing Monte Carlo quantile regressions. In Figure 2 (a,b and c),
we present the probabilistic economic quadratic, exponential and catastrophic impact
function as a function of the global warming. The range of uncertainty become larger
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for high warming, mainly because the impact estimates from the studies are given for
temperature increase from 1°C to 5°C.

The economic impacts /;(c; s, p) are evaluated for each model-scenario combination
and for each state of the world, which is also a combination of the climate states, as
described in the last section, of the location within the probabilistic impact function
(quantile). And, the impacts are also computed for the three prior functions.

Policy selection We apply several decision making frameworks in order to select the
best climate policies according to their respective formulation (Table 1).

[Table 1 about here.]

First, we use a set of rules based on the standard expected utility framework. Here,
the knowledge of the decision maker is represented as subjective probability distribu-
tion of the states of the world. We apply the subjective expected utility framework [17].
In this framework, the prior impact functions are equally reputable — no ambiguity is
considered. Then, we consider the maxmin expected utility framework [6] which intro-
duces the notion of multiple priors and full ambiguity aversion. The expected utilities
of each prior is computed and, only the minimum of them is used for the assessment.
We also apply the a-maxmin expected utility criterion [5] which is an extension of the
precedent rule, introducing uncertainty aversion. Within this rule, the lowest expected
damage from climate change (maxmax) is retain for each policy strategy as opposed to
the highest expected damage (maxmin), amongst the priors. These three rules can be
visualize in Figure 3. Practically, the mean temperature projections are translated into
economic impacts for each model/scenario co and for each priors, and the mitigation
cost is added. The resulting expected utilities are transformed as expected losses to
be minimized.

[Figure 3 about here.]

We also consider non-probabilistic approaches. First, the maxmin framework [23]
is looking for the best amongst the set of worst-case outcome of each policy action.
Secondly, the a-maxmin criterion from Arrow and Hurwicz [1] is also considered. Fi-
nally, we apply the minimax regret criterion [16] which minimizes the max regret cor-
responding to the difference between the worst and the best outcome of each policy.
Practically, we approximate the maximum by the 99th percentile and the minimum by
the 1st percentile, as a strict application of the criteria would imply the use of infinite
values.
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3. RESULTS

Utility values distibution There is a trade-off between mitigation costs and eco-
nomic impacts (see Figure 4). Low carbon budget policies have benefits or no impacts
from climate change but may suffer high mitigation costs. At the opposite, high car-
bon budget policies have very low mitigation costs but the risk of very high damage is
not negligible, as the probability distribution of the damage costs has a very long tail.
In consequence, there is a range of carbon budget, located in the middle, where the
distribution spread of the utility values is smaller. This

An important issue is the value of the discount rate r which reflects the attitude
towards time preference, we then vary the value of r = {2%, 3%, 4%, 5%}. Very low
discount rates see damage costs higher than mitigation costs, while increasing the
value of the discount rate reverses this relation. When the discount rate is enough high
(> 5%). The damage costs become negligible in comparison with the mitigation costs.
Looking at the shape of the tail of the distribution of the utility values gives an insight
of the risk of high costs. The tail is much longer for utilities with high damages than for
high mitigation costs. This means that the risk of high costs is driven by the damage
costs.

[Figure 4 about here.]

Selection of policies Using the integrated assessment framework presented in the
last section, we select the best policy according to the set of rules of Table 1. As the
number of models/scenarios of the dataset is limited to 289, there is hardly a continuity
in the outcomes. We then have to apply the rules over ranges of carbon budgets. Many
definitions of range have been tested, based on the interval size or on the number of
observations, and they lead to the same conclusions presented later, but the smaller
are the ranges the more artifacts appears due to the discontinuities. In Table SPM.3
of the fifth assessment report of the IPCC, the 4 RCPs are associated with compatible
ranges of cumulative CO_2 emissions. These ranges have a similar size of about
1500 GtCO,. From this table, we distinct five carbon budget intervals: [500,1500),
[1500,3000), [3000,4500), [4500,6000) and [6000,7500).

Figure 5 show the relation between cumulative CO, emissions and probability to
stay below 2°C, 3°C and 4°C of warming. Retained carbon budget ranges are repre-
sented over the x-axis. No scenario has a probability higher than 75% to stay below
2°C., while the budget lower than 4500 GtCO, are likely to stay below a temperature
increase of 4°C. The spread of the different is quite large because the non-CO, green-
houses gases have different trajectories depending on the scenarios. A more direct
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relation can be established between these probabilities and the Kyoto greeenhouse
gases budget.

[Figure 5 about here.]

The selected ranges of carbon budget per rule and discount rate are reported in
Table 2. The first observation is related to the discount rate. The size of the selected
carbon budget remains the same or is increasing with the value of the discount rate.
Indeed, when the discount rate is increasing, the importance of the damage costs is
decreasing. Secondly, Expected utility-based rule carbon budgets are higher than the
non probabilistic rules, which is consistent as the latter grant more precautionary.

Concerning the EU-based rules, varying the attitude towards uncertainty and am-
biguity does not modify the solutions. When using smaller carbon budget ranges, we
observe that the carbon budgets tend to be smaller with the level of ambiguity. But,
in these tests, the differences between the carbon budgets (EU and maxmin EU) are
lower than 500 GtCO,, and thus not visible with the retained intervals.

The results with the non-probabilistic rules give the lowest carbon budget for the
maxmin criteria and 2% of discount rate. The maxmax criteria (when a=1 in the a-
maxmin rule) does not depend on discount rate and a low carbon budget is selected.
This is due to the quadratic function which gives benefits on the economy for low warm-
ing. So surprisingly, in the case, the discount rate is 5% maxmax budget is lower that
the maxmin budget.

[Table 2 about here.]

4. CONCLUSIONS

We build up a integrated framework based on datasets of outcomes coming from many
climate models and integrated assessment models. This integrated assessment is able
to represent uncertainty when it is possible to quantify it. A number of decision rules
has been applied to the resulting outcomes. There is a trade-off between the range of
potential mitigation costs and the scientific uncertainty strongly linked to the impacts
of climate change. This new approach informs the decision makers on the level of
uncertainty they are facing but also on the ambiguity related to the knowledge of this
uncertainty.

More finer results would be possible with a larger number of IAMs’ outcomes, or
with outcomes produced in order to perform this type of analysis. Especially, very low
carbon budgets have been well explored but simulations with medium carbon budgets
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are less numerous. Current developments are carried out with the WITCH integrated
assessment model [3] to systematically produce distribution of outcomes for the whole
range of carbon budgets, but, of course, losing the advantage of a multi-model study
as it is the case in this paper.
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Rule

Formulation

Subjective Expected Utility (EU)
Maxmin EU
a-maxmin EU

max.cc E(U(c; s))
maxcec (Minzen E(U(c; 5)))
maXxcec (amingen E(U(c; s)) + (1 — a) maxzen E(U(c; 5)))

Maxmin
a-maxmin

(
maXcec (Minges U(c; s))
maxcec (@ minges U(c; s) + (1 — a) maxses U(c; s))

Minimax regret

mincec (Maxses [(maxeec U(c';s)) — U(c; s))])

Tab. 1 Selection rules
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Discount rate

Decision rule 2% 3% 4% 5%

Expected Utility 3000—-4500 3000-4500 4500-6000 4500-6000
Maxmin EU 3000-4500 3000-4500 4500-6000 4500-6000
Maxmax EU 3000—4500 3000-4500 4500-6000 4500-6000
Maxmin 500-1500 1500-3000 1500-3000 3000—4500
Maxmax 1500-3000 1500-3000 1500-3000 1500-3000
Minimax regret  500-1500 1500-3000 1500-3000 3000—4500

Tab. 2: Selected cumulative CO, emissions, in GtCO,, according to decision rules.
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Fig. 1: Methodology
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Fig. 2 Probabilistic impact function of temperature increase. Mean estimates from the survey. The
black error bars represent the confidence intervals of the mean estimates.
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Fig. 3 Search paths and solutions for the 3 selection rules based on expected utility. Expected losses as
a function of cumulative CO2 emission are binned. Discount rate=3%.
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Fig. 4 Utility as a function of cumulative CO, emissions 2010-2100 per discount rate.
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over the 21st century as a function of cumulative CO, emissions during the period 2010-2020.
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Abstract

We develop a dynamic model to examine the firm's investment behavior under
emission trading and evaluate the impact of the initial allocation of emission
allowance on economic growth as well as on the firm’s profit. With perfect foresight
about the permit price, the firm’s productive investment responds to interest rate in
different manner from the abatement investment. Although the lenient initial
allocation of permits is not favored by environmentalists, we shown that it plays
important role not only in dictating the time path of permit price toward steady state,
but also in generating incentives for the firm to invest more for pollution control.
Given the lenient initial allocation, the initial permit price tends to be low but may
increase over time toward steady-state equilibrium. Whether or not the firm will gain
from lower permit price depends on its status as a demander or supplier in the permit
market. The firm, however, always gains from more lenient initial allocation. The
effect of the initial allowance on the economic growth rate is indeterminate,

depending on the value of the coefficient of relative risk aversion.

Keywords: emission trading, economic growth, climate change, carbon price,

abatement investment
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1. INTRODUCTION

The role of emission trading as one of the policy instruments for global warming
mitigation has attracted extensive attention worldwide, particularly after the Kyoto
Meeting of 1997. Theoretically speaking, the tradable emission approach (TEA) is
favored for several reasons. It is characterized, for example, by cost effectiveness (3,
11, 12, 16]) and the advantages with mass control. It also could be exempt from
critics against emission charge. More importantly, it creates less implementation
obstacle than emission charge since, to all polluters, allocation of emission allowance

sounds like a property giving while the charge like a financial burden.

There were extensive discussions in the literature trying to identify plausible
sources that explain the low price of permit in the early stage. Among others, such
factors as high transaction cost ([5, 14 ]), uncertainty over transaction benefits ([2, 4]),
additional allowance in response to political pressure ([13]), stringent regional
standards ([5, 6]), deregulation of energy industries ([5, 9]), and permit banking were
considered relevant. Nevertheless, the phenomenon that permit price has been
increasing since 1997 was not explained. The firm’s expectation about the permit
price was often ignored. Some interesting questions regarding the impacts of initial

allocation on abatement investment and economic growth remain unexplored.

In this paper we develop a dynamic model with perfect foresight about permit
price to examine the firm's investment behavior under emission trading. The
comparative dynamics of permit price indicates that, given the lenient initial allocation,
the initial price of permit tends to be low but may increase over time toward steady-
state equilibrium. The model also reveals that the initial low price could be
attributable to the increase in abatement investment induced by the lenient initial
allocation. Such an allocation-induced investment hypothesis provides an economic
rationale to justify the lenient initial allocation. The impact of the initial allocation of

emission allowance on economic growth is also addressed.

The paper is organized as follow. An investment decision model under the
emission trading system is formulated in Section 2. The comparative statics of
production and abatement investments as well as the comparative dynamics of
permit price toward steady-state equilibrium are analyzed in section 3. In section 4,
the impact of initial allocation on economic growth is addressed on the basis of an
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endogenous growth model that incorporates the firm's investment decisions. Section
5 concludes our paper.

2. THE INVESTMENT DECISION

The advantages of emission trading had been discussed extensively in the
literature ([1, 14, 15]). Very few, however, tried to investigate the firm's investment
decision under emission trading system. Kort (1996) [10]and Xepapadeas (1997)[17]
pioneered the analysis of this subject. Although they established rigorous
frameworks to elicit the firm's optimal investment decision rules under the assumption
of perfect competition in permit market, neither the comparative dynamics of permit
price was described nor the reasons contributing to the initial low price were provided.

We develop the model here for the following purposes: (1) To develop a dynamic
model to describe the comparative dynamics of permit price that could possibly
explain the price path in reality. (2) To verify our hypothesis that the initial low price
of permit could be attributable to the increase in abatement investment induced by
the lenient initial allocation. (3) To evaluate the impact of the initial allocation on
economic growth, a subject so far not satisfactorily treated.

Let's consider a heterogeneous firm i that applies capital and labor at time t for
production and receives an initial allowance equal to e, throughout the emission
reduction planning horizon." The underlying allowance path and reduction path are
presented, respectively, by the curves ac in the upper panel of Figure 1 and AC in
the lower panel, where the curves de and DE represent, respectively, the more likely
allowance path and reduction path as in ARP. The emission is solely generated by
productive capital (%, ) and could be removed by abatement capital (%, ). The
actual emission discharge to the environment by firm / at time ¢ is, therefore, defined
as:

eit = Sit (k )_hit (k ) 2 O Vt = 071923"" (1)

pit ait

where s'= 0s, / 0k, >0 and h'= oh, / ok, <O0.

Typically the firm is assumed to be price taker in the permit market. However,
just as its production investment is sensitive to the expected output price, so is the

firm sensitive to the expected price of permits when making abatement decision. The

1 This assumption simplifies our analysis to a great extent without loss of generosity. It
could be relaxed so that the allowance decreases over time as the curve de in the upper
panel. As it will be shown later, this will not reverse our major hypothesis.

212



SISC, Second Annual Conference
Climate change: scenarios, impacts and policy
Mitigation Policies & Strategies

price-taker assumption, therefore, should not deprive the firm of its expectations
about future prices. Here we assume that the firm has perfect foresight about the
rate of change of the permit price (denoted by P ) such that:

where 6 > 0 is the adjustment coefficient; g(:) is a function of the market excess

demand of permits, denoted by ED = Z(eﬁ —e,), with the following properties:
i=1

g'>0,and g"<0. A graphical representation of equation (2) is illustrated by Figure

2, where the permit price increases at a decreasing rate with excess demand and the

curve tilts as the parameter 6 changes. In steady state, P =0 V t.

Following Xepapadeas (1997)[16], we assume that the firm chooses its optimal
production investment (7, ) and abatement investment (7, ) to maximize the net
present value of profit under the emission trading system, in which the firm could sale
or purchase permits in the permit market at a price P”. Thus, the firm is to solve the
following problems:

Max, PV, = Ioooe”"ﬂ”dt

{tpt,,

S.T. n, =B, (k,.l,)- Z[wplpit +v, 1, +A4,(I,)+P" (e, —e)l, (3)
Equations (1) and (21),
ky=1,-6k,.j=p.a (4)
1,20V j=p,a (5)
e, ey, k;,and I, are given.
B, (k,,.!,,) in equation (3) is the production revenue of the firm j at time ¢, as a

strictly concave function of the productive capital stock (k,) and labor (/,) with
market price v, and w,, respectively. A4, (j=p,a) is the adjustment cost of capital
stocks with the following properties: 4,(0)=0, 4,(Z,)>0, and 4,(1,)>0. The firm is
said to be a buyer (seller) in the permit market if e, —e, >0 (< 0). Equation (4)
represents the capital accumulation of production and abatement with depreciation
rate 8. Equation (5) implies that all types of investments are irreversible.?

2 Qur model here differs from Xepapadeas's in two ways. First, the charge base is
different. The charge base defined by Xepapadeas is the rate of change in emission, ¢é,,

since he assumes the permit is good for lifetime. This assumption is discarded here in
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The Hamiltonian and Lagrangean equations of the above problem are given,
respectively, as follow:

Hit :B(kpit>lpit)_wplpit _%:[Vj]jit +A_jit([jit)]_PT ’[S(kpit)_h(kaiz)_éi]

+ Zd)/ '([jn - 6_jkjit ) + u@g(ED),
J

Lit = Hit + Zn_/l_jit +A4- (S(kpit) - h(kait )) )
J

where ¢, (j=p,a) and u represents, respectively, the Hamiltonian multiplier of
equations (2) and (4), while n, and A represents, respectively, the Lagrangean
multiplier of equations (1) and (5).

The necessary conditions of the above maximization problem are as follow:*
B

%:o:wp -2 (6a)
L0sv, 44,124, 40, (60)
Lm0y, +40)=0, 40, (6¢)
g, =(r+5,)9, —O%HPT ~ e~ 2)s’ (64)
b, =(r+8,)4, - (P - ubg’ - )i’ (6e)
o= r+ (s(k,) ~ hik,) 2 (6)
7,20, 7,0,=0 (j=p,a) (69)
A0, A- (stk,,)—h(k,,))=0 (6h)

To investigate the conditions under that abatement investment will be made,
we assume that the initial productive capital stock is positive (i.e., k,, >0) and no
abatement capital stock exists (i.e., k,, =0). This implies emission is positive and,
therefore, A =0. Differentiating equations (6b) and (6¢) with respect to time, and
then plugging in equations (6d) and (6e), one obtains equations (7a) and (7b):

Ad,=(r+8,)p, —0B/0ok, +(P" —pog")s'+1, (7a)

A, =(r+8,)0, —(PT g’ +1, (7b)

light of RECLAIM. The optimal life span of the permit is a policy issue deserving further
investigation. Second, the firm's expectations about permit price is not taken into
account by Xepapadeas.

3 For any feasible solution (/:p , Ea ) , if the transversality condition

lime™¢, (l;j —k;)=0 holds V j (= p,a), the following conditions are also sufficient.
t—>0 :
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Together with the steady-state equilibrium conditions (i.e., /, =1, =k, =k, =P" =0)
and equations (6b) and (6¢), equations (7a) and (7b) can be expressed as following

investment decision rules:
OB/0k,=(r+d,)[v, + A; (,)-mpl+ (P" - u@g')s'(kp) +M, (8a)
(r+38)v, +4,(I)1=(P" —ubg"h'(k,)+n, - (r+38,) (8b)

Equations (8a) and (8b) indicate that the effects of the firm’s expectation about

the permit price on its optimal investment are represented by such terms as
ubg'-s'(k,) and ubg'-h'(k,).

To get explicit solutions of investments, we assume, without loss of generality,

that productive investment is positive (i.e., 7, >0, implying »,=7,=0) and

pit
adjustment cost functions are quadratic (i.e., 4, =(c, /2)If. V j=a,p). As such, the

productive investment and abatement investment are given, respectively, by /. and

I, as follow:
1%
r=—M %y (9a)
cp(r+5p) c,
L B il PN} (9b)
c,(r+o,) c,

where M =(0B/ )~ (P" — ubg')s' >0; N=(P" — ube")h'.

Equation (9) reveals that the firm might not make any abatement investment
under certain circumstance. To derive the conditions for zero abatement investment,
we need to prove Proposition 1.

Proposition 1. Equation (9b) implies u=g/rg'.

Given Proposition 1 and equation (9b), the conditions under that the firm will not
make abatement investment is stated in Proposition 2.

Proposition 2. I, =0 only if the growth rate of permit price follows G, =r—-Q,
where Q= (v, —n)r+06,)r/h'P">0.
Proposition 2 implies that zero abatement investment requires that the growth

rate of the permit price sufficiently lower than the rate of time preference. The set
{( GP,r)| 1. =0} is depicted in Figure 3 as the shaded area. Notice that Figure 3
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also reveals there exists a threshold of interest rate above that permit price will
decrease and increase otherwise.

3. COMPARATIVE STATICS AND PERMIT PRICE

In this section, we report the comparative static analysis of the productive and
abatement investments, as well as the comparative dynamics of the permit price.

The productive and abatement investments

The comparative statics of the productive and abatement investments can be
derived by totally differentiating equations (9a) and (9b) and solving the simultaneous
equations. As expected, the productive investment varies in opposite direction with
such factors as rate of time preference (y ), rate of capital depreciation (¢,), unit
price of investment (v,), and marginal adjustment cost (c¢,). Similar relationship
holds for abatement investment with respectto §,, v,, and ¢,. In contrast, the effect
of the time preference rate on the abatement investment is indeterminate since y
affects not only the interest cost of the investment but also the interest cost of the
expenditure on permits. The sign of o/, /0y depends, therefore, on the difference
between the two effects.

The effects of the initial allowance (&) on the firm’s investments have the same
sign, that, in turns, depends on whether the firms is a seller or a buyer in the permit
market. Proposition 3 summarize their relationships.

Proposition 3. If the firm with perfect foresight is a seller in the permit market, its
productive investment (abatement investment) will increase (decrease)
with the initial allocation of emission allowance. The reverse prevails

for a buyer in the permit market.

The reason why a seller's abatement investment varies oppositely with ¢ is
because the more is the initial allocation, the more likely will be the initial permit price
lower than the steady state equilibrium price. Given perfect foresight, the seller then
expects the market price to increase over time, as it will be shown later. This would
induce the firm to postpone its investment so as to reap the profits later by selling
permits at higher price. Under the same circumstance, the buyer has the incentive to
invest more on abatement in the hope of reducing its purchase in later periods at
higher price.
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Generally speaking, the firm with inadequate abatement technology is more
likely to be a buyer in the permit market. The more lenient initial allocation of
allowance may create incentives for the inefficient firm to invest more on pollution
control. Incentive of this type was never recognized in the literature and provides an
economic rationale for more lenient initial allocation as it was under ARP and
RECLAIM.

Given the linkage between P and 0, the explanation of the sign of o7, /40 is
straightforward. The firm as a seller will expect the price to increase faster when 6
takes greater value, provided that the market price increases over time. Therefore,
the firm will postpone its investment in the earlier stage. On the contrary, the buyer’s
abatement investment will increase with 6.

Equations (9a) and (9b) also shed some light on the effects of permit price on
the production and abatement investments. As expected, abatement investment
increases with permit price, while the reverse is true for production investment. This
is because higher permit price implies higher opportunity cost of production and

emission.
Demand for emission

In order to further investigate the emission in steady state (i.e., ¢, ), we assume,
for simplicity, the emission function linear and the abatement technology concave;
that is, s(4,)=ak, and h(k,)= Bk, —(1/2)p,k. . Using equations equilibrium
investments (i.e., equations (9a) and (9b)), it can be shown that equilibrium capital
stocks for production and abatement are, respectively, given by equations (10a) and
(10b), and the equilibrium emission by equation (11):

o alP - ug') - (r+8,)v,
k? =—2 (10a)
r 5,c,(r+5,)
k::ﬂO(PT_ﬂHg,)_(r+5a)Va (10b)
¢,0,(r+o,)+p
B
——a(P" -y - (r+56,)
LA, o Bo(PT = ue)~(r+5,)v,
eit_a'[ _ﬂo' ]
c,(r+d,) o,c,(r+6,)+p
_ By '(PT —ug)y—(r+35o,)v, .,
e s rvon+h a
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Comparative dynamics of permit price

Given the rate of change of permit price, P’ =0-g(Z,), its Taylor expansion

around the steady state equilibrium price, PT, can be expressed as follows:
P (1)=PT +(P"(0)— PT)e*?", (12)
where P (0)is the initial permit price, Z, :Z(en —e),and Z'=2Z/P",

Since e, =s(k,,)—h(k,,), it can be shown that 7' < 0,* implying that the
dynamic stability condition of the permit price is satisfied. Accordingly, the time paths
of the permit price are illustrated by Figure 4, indicating that the price may either
increase or decrease over time toward steady state. The realized path depends on
the initial permit price. The lenient initial allocation as it is under ARP and RECLAIM
is likely to result in the increasing path that is quite consistent with actual price trend
of ARP. The increasing velocity depends on various parameters such as 6, J,, c,,
c,,» a,and f.

a’?

Profit

The profit function of the firm is defined as follows:
n(PT,e) = Wax jo e "Bk, 1) =D (Wl +v I+ A,(I,))
7 J
— P (e, —2,)dt (13)

By Envelope theorem, it can be shown that

%:—fe” (e, —Ei)dtiO, and (14a)
i <
% = j:e-"Psz >0. (14b)

Equation (14a) indicates that the impact direction of the permit price on the firm’s
profit depends on whether it is a seller or a buyer. As a buyer at time ¢ (i.e.,
e, —e, >0), the firm’s profit will decrease with permit price, and vice versa for a seller.
In contrast, the firm’s profit will increase with initial allowance. This partly explains
the difference between emission trading and emission charge in gaining support from
the regulated firms.

4 Here we use the results from equations (10a) and (10b), i.e., ak; /oP" =—a fc,0, (r+46,))<0,

ok:1oP" =B, /c,5, - (r+5,)+ 3, >0.
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4. IMPACT ON ECONOMIC GROWTH

The impact of initial allocation on economic growth did not receive adequate
attention in the literature. A growth model is presented in this section that integrates
the firm’s investment decision in the previous section. To simplify the model, it is
assumed that the growth rate of population is zero and the consumer, who is also the
producer, is characterized by constant relative risk aversion. The social planning
problem is formulated as follows:

(C, ly?) -1
-0

Max U= Texp(— Yo sl |dt (15)
{C..E} d

=0

S.T. Z/&W =S Am, +v, L vl + > T, +P (e, —€)—c,}
i=1 i J

L, 8,K, =Y Ak, ~C 1, -5 ,K, (16a)
Pi=bE ~b P, by, b >0 (16b)
E, =ie,-, =i<s(k,,,,> ~hik,,)), (16¢)
E,ziefiazf,w : (16d)
v, =w(P), (16e)

where the subscript t is depressed for convenience. p = the social rate of time
preference; 1/ o = the intertemporal elasticity of substitution. The production is
assumed AK-type (i.e., y, = A.k, ) and, therefore, the production revenue is given

i pit

by B, =A.k, with normalized output price. ~The aggregate capital stock for

1 pit
production is denoted by X, szw . The total flow and stock of emission are

represented by £, and P2, respectively. Hence, equation (16b) represents the

pollution accumulation in the environment. Equation (16d) assures that the total
emission meet the emission target set by the authority. Equation (16e) represents

the damage caused by the pollution stock such that y'>0., that in turns reduces

utility.

219



SISC, Second Annual Conference
Climate change: scenarios, impacts and policy
Mitigation Policies & Strategies

Let 4, and A, be the Hamiltonian multipliers of equations (16a) and (16b).
Solving the above problem, one gets the economic growth rate in steady state as
follows (see Appendix A):°

go=[A-6,-p-9p-(1-0)g, 1o (17)
Furthermore, it can be shown that the growth rate of the damage is given by (see
Appendix B):

b,E )
(bOE/b1)+[P0 _(bOE/bl)]'(l_bl)t

b}, (18)

g\u Eg\uP.ngng.{

where ¢, =(dy/JP) (Ply) represents the pollution elasticity of environmental

damage.

Substituting equation (18) into equation (17), one gets the economic growth rate

that links to the initial allocation:
ge=14-38,-p—¢-(1-0)-&,, - (b,E /b,)
+[P, = (b,E/b)]-(1-b)1-b}/c (19)

Equation (19) allows us to examine the marginal effects of various parameters
on economic growth rate with transitional dynamics. The comparative statics are
reported in Table 3, where the sign of marginal effect of the parameters such as A4,

é,, p, 0, and o is consistent with what is expected in most endogenous growth

models. What is of most concern here is that the effect of the initial allowance (E ),
identical in all periods in our model, on the growth rate. As shown by equation (20),
the sign is indeterminate, depending on the value of the coefficient of relative risk
aversion (o), and the size is decreasing over time even if the allowances identical
throughout the planning horizon (see equation (21)). In other words, the impact of
allowance cap on the growth rate may be more significant in the earlier phase than

the later.

-0(1- -b)
ag_c _ ( G)S\VP _boPo(1 b,) 30 if Gz 0, (20)
OE c A’ < <

where A'= (b E/b)+[F — (b,E1b)I(1-5,)"]1>0.

5 The proof is available from the author.
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62_gc:_(P'(I_G)SWPtb(?PO'E'(l_bl)t_] if 050 (21)
O ot bo(A')? >

5. CONCLUDING REMARKS

We develop a dynamic model to examine the firm's investment behavior under
emission trading and evaluate the impact of the initial allocation of emission
allowance on economic growth as well as on the firm’s profit. With perfect foresight
about the permit price, the firm’s productive investment responds to interest rate in
different manner from the abatement investment. Although the lenient initial allocation
of permits is not favored by environmentalists, we shown that it plays important role
not only in dictating the time path of permit price toward steady state, but also in
generating incentives for the firm to invest more for pollution control. Given the
lenient initial allocation, the initial permit price tends to be low but may increase over
time toward steady-state equilibrium. Whether or not the firm will gain from lower
permit price depends on its status as a demander or supplier in the permit market.
The firm, however, always gains from more lenient initial allocation. The initial low
price could be attributable to the increase in abatement investment induced by the
lenient initial allocation. The effect of the initial allowance on the economic growth
rate is indeterminate, depending on the value of the coefficient of relative risk
aversion. The impact of allowance cap on the growth rate may be more significant in
the earlier phase than the later.
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Fig. 1 lllustration of the allowance and reduction paths of emission
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Fig. 2 Rate of change of permit price: 6” > ¢’

Fig. 3 The set{(Gp,r)| I, >0}
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Fig. 4 Time path of the permit price toward steady state
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of the latest scientific knowledge
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Abstract

The article aims at providing a first inquiry on the various legal approaches that
have been developed in order to cope with the peculiar problems connected
with climate changes, that need a collaboration between scientists and lawyers
in order to provide efficient tools. Whatever the background of the legal system

foresees in this ambit, it appears clear that insurance will play a major role.

Keywords: climate changes, liability, insurability, interdisciplinary work
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1. THE INTERNATIONAL SETTING

The Intergovernmental Panel on Climate Change has allowed to reach a very wide
comprehension of the scientific dimension of climate changes, especially with its last
5" Report that provides a clear and up to date view of the current state of scientific
knowledge relevant to climate change.

From a legal point of view, on the other side, climate changes have undergone a

process of international regulation which has experienced its ups and downs.

From the 1992 United Nations Framework Convention on Climate Changes (UNFCC)
to the Kyoto Protocol which came into force in February 2005, the alternating phases
of the institutional debate have established an international binding legislative
framework for action setting the objectives (mitigation and adaptation) and the tools
(emissions trading, clean development mechanism, joint implementation) for facing

the challenge of climate changes.

It should also be noted that, within the framework of the UNFCC and the principle of
common but diversified responsibility, industrialised, newly industrialised and

developing countries are all called upon to play an active role in climate protection.

After December the 8th, with the closing of the 18th Conference of the Parties (COP)
held in Doha, Qatar, the complex structure taken on by international negotiations has

become self evident.

The idea of a single binding international agreement which would have favoured the
prorogation and extension of the Kyoto Protocol has been given up. After that, an
attempt has been made to cope with the various problems arising out of climate
changes on the different working tables but the outcome of these efforts is not easily
assessed.

International negotiations have very likely become so complex because of the will to
encourage the participation and involvement of all the industrialised and newly

industrialised countries as much as possible.

After the COP held in Bali in 2007, it became evident that the United States were to
be taken back to the negotiating table and newly industrialised countries were to be

induced to make mitigation efforts worldwide, including with tools other than the
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Kyoto Protocol under the auspices of the United Nations Framework Convention on
Climate Changes.

However, countries found it hard not to carry on heading down the path set by the
Kyoto Protocol, which was felt by most of the Parties concerned as a sort of acquis of

the international legislation on climate changes.

In order to lead the United States back to higher participation, the parties decided to
launch a second round of negotiations, always within the Framework Convention, by
setting up a second working table, the so called Ad Hoc Working Group on Long-

term Cooperative Action under the Convention (AWG-LCA).

As set out in section 3.9 of the Kyoto Protocol, the AWG-LCA was supposed to
prepare the first meeting of the parties to the Protocol held in Montreal in 2005, in
parallel with the so called Ad Hoc Working Group on Further Commitments for Annex
| Parties under the Kyoto Protocol (AWG-KP), so as to identify the obligations of the
Parties after 2012.

Hence, the complexity of the negotiations held in parallel, sometimes with different
parties, which inevitably results in a lack of transparency of the outcome of the

negotiations themselves.

2. THE DIFFERENT REGIONAL SETTINGS: REGULATION V. LITIGATION

Independently from the availability of scientific data that are nowadays worldwide
shared, such complexity has led to a very heterogeneous legislative framework in the

various contexts?.

. The European Union

The European Union is playing an increasingly active role in pursuing an energy
policy which is strictly connected with climate changes regulations both on a national
and international level, where it is one of the most enthusiastic supporters of an
international binding treaty.

2 Blomquist, R. F., Comparative Climate Change Torts, 46 Val. U. L. Rev. 1053 (2012).
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This has given rise to a number of concrete European initiatives in favour of power

savings, renewable sources, emission reductions and green economy.
Therefore, the European Union is intensively regulating the sector.

If the EU is passing legislation aimed at mitigating the effects of climate changes, the
Commission is pursuing a strategy of adaptation to climate change. Within this new
framework, a key role will be played by the new standards of liability for the damages
resulting from climate changes, including the possibility to take out a specific

insurance policy.

Il. The United States

As is well known, the United States have never ratified the Kyoto Protocol nor do
they intend to enter into any binding international treaty regarding climate changes.

United States have adopted a very different approach from the European one.

However, a number of actions aimed at facing climate changes have been taken in

the country to make up for the gaps and defects of federal regulations.

Industries have been the first to take action with their “greener” styles and
attitudes. Various groups of undertakings, including the Climate Group, an
independent NGO, have taken a number of initiatives for a new Clean Revolution and

a future based on low carbon.

In this respect, the idea is often to take measures aimed at a "voluntary, legally

binding, rules-based greenhouse gas emission reduction and trading system®”.

The second kind of action has been a local one. In spite of the lack of specific

federal regulations, local initiatives have been remarkable.

The first example is the Regional Greenhouse Gas Initiative (RGGlI): in December
2005, the governors from seven states entered into an agreement on a system of cap
and trade for carbon dioxide*. These States undertook to reduce their CO2 emissions
from electric plants by 10% by the end of 2018.

3 Hunter D. and Salzman J., Negligence In The Air: The Duty Of Care In Climate Change Litigation,
155 U. Pa. L. Rev. 1741 (2007).

* The agreement has been entered into by 9 countries so far: Connecticut, Delaware, Maine,
Maryland, Massachusetts, New Hampshire, New York, Rhode Island, and Vermont.
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The Parties to this agreement auction off their emission credits and invest the
proceeds for the benefit of consumers through energetic efficiency policies,
renewable energy and other clean energy technologies.

Another interesting initiative has been taken by 22 States and the District of
Columbia, who ask their municipal utilities to develop part of their electricity from
renewable sources, while Washington and Oregon ask for a compensation for

Greenhouse gases (GHG)

The third and last kind of action concerns the development of a “climate change
litigation” movement which — as already underlined — may be not so much aimed at

damage compensation but rather at “regulation through litigation®”.

Actually, climate change litigation concerns a series of proceedings started by
different parties for very heterogeneous claims.

l. The first group of cases concerned actions from various States against public
authorities. In Massachusetts et al., v. Environmental Protection Agency °, for
example, certain States sued the EPA under the Clean Air Act to order the
agency to regulate carbon dioxide as a pollutant.

[l. The second group of cases is exemplified by the action started by some towns
and environmental associations against the Overseas Private Investment
Corporation (OPIC), the financial institution of the Government of the United
States which promotes US private investments in newly industrialised countries,
within the wider framework of US foreign policy promotion. The plaintiffs in this
action claimed that the OPIC should start conducting environmental impact
assessments regarding its investment procedures, taking into account any
possible climate impact of the infrastructures financed by the OPIC itself.

Friends of the Earth, Inc. v. Watson, No. C 02-4106 JSW, 2005 U.S. Dist. LEXIS
42335 (N.D. Cal. Aug. 23, 2005).

[ll. The third group of cases is exemplified by the action brought by the

representatives of the Inuit peoples against the United States before the Inter-

American Commission on Human Rights.

® Hersch J. and Viscusi W., Allocating Responsibility for the Failure of Global Warming Policies, 155
U.Pa.L.Rev. 1657.
® Supreme Court, 2 April 2007.
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Petition to the Inter-American Commission on Human Rights Seeking Relief from
Violations Resulting from Global Warming Caused by Acts and Omissions of the
United States.

IV. However, there has been an increase in civil liability actions against private
individuals for compensation of damages resulting from climate changes. These
actions are hard to tackle because of the difficulties in establishing their clear
causal connection, quantifying and distinguishing the damages resulting from
anthropical events from those caused by natural events, identifying and
attributing liability. The development of scientific knowledge will definitively help
law experts with their theorization efforts’.

Tort litigation as developed so far in the United States shows, on the one hand, the
nature of its possible claims and, on the other, the unquestionable difficulties of this
kind of lawsuits.

In Connecticut v. American Electric Power, eight States and the city of New York
brought an action against five important fuel manufacturers, allegedly the main
responsible for CO, emissions in the United States. The lawsuit was based in the tort
of public nuisance®, which can be defined as a behaviour which obstructs the
exercise of rights common to all°. In the case at issue, the breach of the duty of care
against defendants was described as follows: “Defendants, by their emissions of
carbon dioxide from the combustion of fossil fuels at electric generating facilities, are
knowingly, intentionally or negligently creating, maintaining or contributing to a public

nuisance - global warming - injurious to the plaintiffs and their citizens and residents”.

The suit was never decided at first instance because the Court turned down the claim
on the grounds that it was a “nonjusticiable political question”. The plaintiffs
appealed.

In an ensuing lawsuit, Korsinski v. United States EPA, Mr Korsinski sued the

Environmental Protection Agency for tort of public nuisance. The plaintiff's claims,

" Grossmann D. A., Warming Up To A Not-So-Radical Idea: Tort-Based Climate Change Litigation, 28
Colum. J. Envtl. L. 1 (2003), p. 9: “Any climate change lawsuit will be inextricably linked to the science
of global warming”

8 See Prosser W.L., Private Actions for Public Nuisance, op.cit., p. 1001 ff.

9 As concerns tort of public nuisance regulations, see Restatement Second of Torts (1977); Christie
G.C. and Meeks J.E., Cases and Materials on the Law of Torts, St. Paul, Minnesota, 1990, p. 874.
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which were mainly based on the same demands made in Connecticut v. American

Electric Power, were turned down for inability to prove a specific injury.

In Comer v. Murphy, which went down in history as “the first climate change liability
damages suit”, some citizens victims of hurricane Kathrina sued nine fuel
manufacturers, thirty-one coal producers and four chemical companies on the basis
of the following torts: tort of negligence, unjust enrichment, civil conspiracy,
fraudulent misrepresentation, concealment and trespass. The Court turned down the
claim both at first instance and appeal.

In California v. General Motors Corp., the Attorney General of California started
proceedings against General Motors and 5 other big car manufacturers for tort of
public nuisance. According to the statistics shown during the trial, the emissions of
the cars manufactured by the defendants account for 9% of CO. emissions
worldwide. As specified by the Attorney General: “by manufacturing products
defendants knew would contribute to climate change, they have breached a duty not
fo unreasonably interfere with public welfare”. In this case too, the Court turned down
the claim both at first instance and appeal.

Independently from these efforts in order to create a regulation through litigation,
American scholars'® recognize by now the leading role that insurance will play in the
American context. It has been - in fact - underlined that climate change will increase
risks significantly in many areas of society, and will make many risks more uncertain
and harder to measure. In order to face climate change without significant human
costs, it is therefore necessary to develop robust institutions and practices to manage
these risks. The insurance industry may play the role of society’s primary financial
risk manager and needs to play a leading role in developing these institutions and
practices.

The American market has already in the past developed instruments in order to cope
with uncertain weather conditions. This is the case of so-called “Weather derivatives”,
that are financial instruments that can be used by organizations or individuals as part
of a risk management strategy to reduce risk associated with adverse or unexpected

weather conditions.

' Hecht S.B. , Climate Change And The Transformation Of Risk: Insurance Matters, 55 UCLA LAW
REVIEW 1559 (2008).

232



SISC, Second Annual Conference
Climate change: scenarios, impacts and policy
Mitigation Policies & Strategies

lll. China

For a few years now, China has adopted a new environmental and energy policy
which is more aware of climate changes. After being introduced by Hu Jintao in his
speech at the 2009 United Nations Summit on Climate Change, the policy was fully
included in the Twelfth Five-Year Plan (2011-2015).

This policy has given rise to various regulatory and institutional initiatives by the
Chinese government in favour of power savings, renewable resources, emission

reductions and incentives for a green economy.

These massive regulation efforts also concern environmental litigation, which is
undergoing extensive transformation with the setting up of a system of environmental

courts within the country.

The process briefly outlined so far is also an expression of the increasingly active
role played by China in the struggle against climate change worldwide: on the one
hand, its regulatory efforts and institutional reforms are only made within the
framework of international cooperation programmes, especially with the EU, which is
becoming the first partner of the Chinese government in this respect. On the other
hand, China itself is taking up a new active role as one of the countries which are

identifying economic sustainability and free international transactions patterns.

Just consider the recent initiative taken by China in favour of a reading of the World
Health Organisation (WHO) law as aimed at achieving a constantly sustainable
development, i.e. one which is not based on an uncritical removal of barriers to trade,
but rather capable of identifying and justifying measures that, though preventing the
full liberalisation of international trade, are all the more necessary for protecting the
health and the environment, and for preserving natural resources (see, in particular,
the strategy defined by China in the proceedings WHO China - Raw Materials and
China - Rare Earths).

IV. India

The Indian Minister of Environment Jairam Ramesh has recently published a report
titted “Climate Change Assessment for 2030”, which contains the forecasts on
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climate changes in India up to 2030. The research has been carried out by the Indian
National Confederation and Academy of Anthropologists (INCAA) with the
participation of over 220 scholars from 120 different institutions, including the Indian
Institute of Tropical Metereology (lITM). Moreover, in 2008 the National Climate
Change Action Plan was launched and the Indian Government promoted a
“‘Roadmap for low carbon development”, aimed at decarbonising the Indian

industries".

According to recent studies and analysis'?, it appears that the potential impacts of
climate change on insurance demand may be considered small relative to those of
the baseline economic growth expected over the coming decade. The most
significant impacts are expected in China and India. These countries have the
greatest potential impacts across all of the pathways. Beyond 2030, the impacts of
climate change and therefore, the implications for insurance demand, are expected

to increase significantly'

" Chitre S. P., India’s Role In An International Legal Solution To The Global Climate Change Problem,
(April 4, 2011), Available at SSRN: http://ssrn.com/abstract=1802862 or
http://dx.doi.org/10.2139/ssrn.1802862.

'2 Parry M.L., Canziani O.F. et al. Technical summary. Climate change 2007: impacts, adaptation and
vulnerability. Contribution of working group Il to the fourth assessment report of the intergovernmental
panel on climate change [ML Parry, OF Canziani, JP Palutikof, PJ van der Linden, CE Hanson,
editors]. Cambridge, UK: Cambridge University Press; 2007; p. 23—78.

' Ranger N., Surminski S., A preliminary assessment of the impact of climate change on non-life
insurance demand in the BRICS economies, International Journal of Disaster Risk Reduction Volume
3, March 2013, Pages 14-30.
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Abstract

A significant portion of the world’s forests that are eligible for REDD+ payments are
community managed forests. At the same time there is little knowledge in the existing
literature about preferences of households in communities with community managed
forests for REDD+ contracts and the opportunity costs of accepting REDD+ contracts
for these communities.We use a choice experiment survey of rural communities in
Nepal to understand respondent’s preferences towards the institutional structure of
REDD+ contracts. We split our sample across communities with community managed
forests groups and those without to see how prior involvement in community
managed forest groups impact preferences. Preliminary results show that
respondents care about how the payments are divided between the households and
the communities, the restrictions on firewood use, the restrictions on grazing and the
level of payments. We analyze the preferences in more detail using specifications
with attribute interactions terms and by including information about respondents’
beliefs about REDD and community forestry. We find that the payment level and the
values of the other attributes affect the respondents’ preferences for each attribute.
We also find that good governance and ensuring equitable access to CF resources
increases the likelihood of respondents participating in the REDD+ program. We find
that the preferences for REDD contracts are in general similar between CF and non-
CF respondents, but there are differences particularly with regard to how beliefs
influence the likelihood of accepting the contracts.

Keywords: REDD+, Community Forestry, Nepal, Choice Experiment, Interaction
Terms
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1. INTRODUCTION

The objective of the paper is to inform policy dialogue in the areas of
REDD+(Reducing Emission from Deforestation and Forest Degradation) in the
context of community forest management (CFM). REDD+ is a payment for
ecosystem services (PES) system created under the United Nation’s Framework
Convention on Climate Change (UNFCCC) that tries to reduce deforestation and
degradation in countries not subject to requirements under the convention (non-
Annex 1 countries) and, therefore, release less and sequester more carbon. The ‘+’
in REDD+ stands for other co-benefits that have been added to the original REDD
program (that was focused solely on carbon) to address potentially negative,
unintended effects on non-carbon ecosystem services and to take account of effects

on those who currently have claims to forests.

REDD+ is important because the loss of forest biomass through deforestation and
forest degradation accounts for 11-20 per cent of annual greenhouse gas emissions
(Saatchi et al. 2011; van der Werfet al. 2009; UNEP 2012). Due to the increasing’
trend of decentralization of forest management under community forest management,
the success of REDD+ would depend on how CFM would be included in REDD+
program (World Bank 2009, Agrawal et al. 2008).

The effectiveness and decision to adopt REDD in CFM depends on incentives,
benefit sharing arrangements, the opportunity costs of carbon sequestration,
allocation of forest management decision making rights, and community interactions
(McKinsey & Company, 2010; Gregorsen et al. 2011) but there is a lack of clear
picture on the opportunity costs in case of the CFM. For example, some says REDD+
is a cheaper mitigation option (Angelsen 2008; McKinsey and Company 2010;
Kindermann et al. 2008; Strassburg et al. 2009); while others find REDD+ as costly
(Dyer and Counsel 2010; Gregorsen et al. 2011; Yesuf and Bluffstone 2009).

In this paper we use choice experiment (CE) survey in rural Nepali communities to
understand people's preference toward the structure of REDD+ contracts and the
opportunity costs they face. The reason for selecting Nepali Community Forests

! The forest decentralization is rapidly increasing over time and therefore the area of
community forests roughly doubled to 250 million hectares during the period 1997-2008
(World Bank 2009).
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(CFs) for the study is is because of Nepal's long history of CFs, larger forest areas
and population under CFs management.

CFs in Nepal are patches of national forest area handed over to the local user group
for management, conservation and utilization according to the Forest Act 1993 and
subsequent Forest Regulation 1995 (HMGN, 1993, HMGN, 1995). CF policy in Nepal
emerged after an urgent need to stop forest degradation in Nepalese Himalays (lves
and Messerli, 1989) and failure of the government approach to protect forests (Kanel,
20044a). Until 2014 January there are 18133 forest user groups, managing 1.7 million
hectares of forest area (DOF, 2014). Gradually CFUGs developed as an institution
not only implementing forest management activities but also various community

development activities (Kanel, 2004b).

Results show that respondents care about how REDD+ programs are structured with
regard to the manner in which the payments are divided between the households and
the communities, the restrictions on using grazing land, the restrictions on firewood
collection and the level of payments received for the program. We find that
respondents prefer that more of the REDD+ payments go to communities rather than
households, which indicate trust in community level institutions. At the same time we
find that that corruption and unequal access to CF resources decreases the likelihood
of accepting the contracts.

We also find that preferences for REDD+ contract attributes depend on the levels of
other attributes. One particularly interesting finding is that when REDD+ payment
levels are high, the estimated additional REDD+ payment required to further tighten

firewood collection restrictions or impose grazing closures is lower.

2. METHODOLOGY
2.1 Choice Experiment Surveys

We use choice experiment (CE) surveys for this study. CE surveys are based on
Lancaster's (1966) consumer theory and are used to elicit preferences for
environmental goods and policies (Boxall et al. 1996, Louviere et al. 2000). This was
used because we are interested in understanding how different characteristics of the
REDD+ contracts influence adoption of contracts. In a typical CE survey, the
respondent repeatedly chooses the best bundle/choice from several hypothetical
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bundles/choices. The attribute values appearing in each bundle/choice are identified
using experimental design techniques to ensure a balanced representation of values
across choices. Hanley et al. (2001), Hensher et al. (2005), and Hoyos (2010)

provide reviews of the choice experiment methodology.
2.2 Survey Instruments

The survey for this particular study presents respondents with opportunities to
express preferences over hypothetical REDD+ contracts. The attributes of costs and
benefits and their levels, presented in Table 1, were selected through the focus group
discussions in nine CFUGs and nine non-CFUGs. These CFUGs were purposively
represented in Hill and Terai regions. In each region, these CFUGs were selected
randomly from the random set of sites from a previous CF impact study (MFSC,
2013). The surveys given out to communities that do not have CFGs had four
attributes; while communities with CFs do not contain grazing restriction attributes
because they already have grazing restrictions in place. The exact list of attributes
was refined after studying the REDD+ literature and analyzing results from focus

groups in multiple communities.

Once an initial list of attributes was developed, we conducted focus groups with
potential survey respondents. The final survey instrument contains background
information about the REDD+ program, a description of the attributes and the levels,
seven sets of binary choice question sets, and a small demographic questionnaire.
These documents were pretested in the field before launching full implementation.
For each of the choice sets the respondents choose between the two given

alternatives and the status quo option.
2.3 Experimental Design

We follow standard practice in the choice modeling literature (Adamowicz et al. 1997,
Adamowicz et al. 1998, Louviere et al. 2000) and create an efficient experiment
design that will allow both main effects and interaction effects to be estimated. The
designs for the choice experiments were generated following Kuhfeld (2010)%and

achieve a 100% D-efficiency”.

2The experiment design was conducted using the SAS experiment design macro (Kuhfeld 2010).

3D—efficiency is the most common criterion for evaluating linear designs. D-efficiency minimizes the
generalized variance of the parameter estimates given by D = det [V(X,B)1/k] where V(X, B) is the
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2.4 Model and Estimation

We use a mixed multinomial logit model (MMNL)* that incorporates heterogeneity of
preferences (Hensher and Greene 2003, Carlsson et al. 2003) as the respondents
might not be homogenous. Assuming a linear utility, the utility gained by person q

from alternative i in choice situation t is given by
qul = aqi + /J)quit + gqit (1)

where Xyt is a vector of non-stochastic explanatory variables. The parameter ag
represents an intrinsic preference for the alternative (also called the alternative
specific constant). Following standard practice for logit models we assume that &4 is
independently and identically distributed extreme value type |. We assume the
density of Bqis given by f(3/Q) where the true parameter of the distribution is given by
Q. The conditional choice probability of alternative i for individual q in choice

situation t is logit® and given by

exp(@, + B, X i,)
Lq(ﬁq)_ﬂzexp(aq/+/a’qX % (2)

gt

J

The unconditional choice probability for individual q is given by
F(Q)=[L,(BS(BIdp- (3)

The above form allows for the utility coefficients to vary among individuals while
remaining constant among the choice situations for each individual (Hensher et al.
2005, Carlsson et al. 2003, Train 2003). There is no closed form for the above
integral; therefore P4 needs to be simulated. The unconditional choice probability can
be simulated by drawing R random drawings of B, B, from f(8/Q)°and then averaging
the results to get

variance-covariance matrix and k is the number of parameters. Huber and Zwerina (1996) identify four
criteria (orthogonality, level balance, minimum overlap, and utility balance) which are required for a D-
efficient experiment design.

*This approach is also referred to as the mixed logit, hybrid logit, random parameter logit, and random
coefficient logit model.

*The remaining error term is 11D extreme value.

6Typically £(B|Q)is assumed to be either normal or log-normal but it needs to be noted that the
results are sensitive to the choice of the distribution.
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~ 1

%(Q)=E;Lq(/5,,)- 4)
In the choice experiment questions, option A and option B are both restoration
options that can be viewed as being closer substitutes with each other than with
option C, the status quo option (Haaijer, et al. 2001; Blaeij et al. 2007). One method
to incorporate this difference in substitution between options is to use an econometric
specification for the mixed multinomial logit model that contains an alternative
specific constant (ASC) that differentiates between the status quo option and choices
that represent deviations from the status quo. We do so by using a constant that is

equal to one for alternative A or alternative B.

The coefficient estimates for the mixed multinomial logit model cannot be interpreted
directly. Therefore, following the standard practice in the literature we calculate
average marginal WTA for a change in each attribute by dividing the coefficient
estimate for each attribute with the coefficient estimate for the payment term, as
given in (5).

(5)

2.5 Econometric Specification

We present main effects (no interactions) specification and specifications with
attribute interaction terms and regional interaction terms. The specifications are given

in Equation 7 — Equation 8:
(6)

7)

(8)

where Zs denotes the socio-demographic variables. The data was analyzed
using the clogit and mixlogit commands in STATA for the Conditional Logit and

MMNL specifications.
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3. DATA

Data were collected from 1300 randomly selected households in both the hill areas
and plains (Terai) in Nepal. Of the households 650 were from 65 communities that
currently have CFGs and 650 were from 65 communities that currently do not have
CFs. The location of the sites is shown in Figure 1. The sampling design for CFGs
was adopted from the data set of the CF impact study (MFSC, 2013). For each CFG,
the matching communities not having CFs were selected based on criteria such as

the socioeconomic characteristics, forest types and accessibility.
3.1 Household characteristics

A summary of the household characteristics is provided in Table 2 for both CF and
non-CF households. On average the CF and non-CF households were very similar.
For CF households, 81.2% of the respondents were male, 38.9% of the households
were categorized as “poor” and 52% of the households were categorized as
‘medium” with regards to social status. For non-CF households 86.3% of the
respondents were male, 37.5% of the households were categorized as “poor” and
51.4% of the households were categorized as “medium” with regards to social status.
Both groups were similar in educational achievements; for CF households 21.6% was
illiterate, 33.8% had only a primary education, and 17.3% didn’t finish secondary
school and 11.4% finished secondary school. For CF households 20.4% was
illiterate, 37.1% had only a primary education, and 16.2% didn’t finish secondary
school and 11.4% finished secondary school.

4. RESULTS AND DISCUSSION

Given that the choice experiment surveys for the two respondent groups (CF and
non-CF) have different attributes, we analyze the two groups separately and compare
findings. We present four sets of results that correspond to specification (6) - (8).
Tables 3 and 4 present results for the main effects specifications analyzed using a
conditional logit model (column 1), the main effects specification analyzed using a
MMNL model (column 2), the attribute interactions effects specification analyzed
using a MMNL (column 3), and the beliefs and attitude interactions effects
specification analyzed using a MMNL (column 4) for the non-CF and CF communities
respectively. The significance of the standard deviation estimates for random
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coefficients from the MMNL is indicated with a “SD” next to the standard errors. As
can be seen many of the variables exhibit individual heterogeneity and therefore it is
necessary to account for this in the analysis by using a MMNL model.

The overall results from the three specifications indicate that the percentage of the
payment going to the community, the required firewood reduction, the required
grazing reduction (for non-CF households) and the payment amount are all
significant variables in determining the respondent s’ willingness to adopt REDD+
contracts. The significant coefficient results are robust across the econometric
specifications and have expected signs. The significant results indicate the following:

1. As the required firewood reduction increases, respondents are less likely to
choose that option;

2. For non-CF households as the required grazing reduction increases,
respondents are less likely to choose that option;

3. As the percentage of the payment going to the community increases,
respondents are more likely to choose that option;

4. As the payment values (amount) increases, respondents are more likely to
choose that option

We find that for non-CF households (Table 3) the interaction terms among some
variables are significant. This indicates that

5. The implicit opportunity cost of firewood reduction and grazing reduction is non-
linear and is dependent on the payment amount.

Since this variable is positive it indicates that at higher payment levels
the implicit opportunity cost is lower.

6. The preferences for the distribution of the payment between the households and

the community are influenced by the required amount of firewood reduction.

Since this variable is negative it indicates that when the required
firewood reduction is high, respondents are less likely to support a

larger portion of the payment going to the community.

7. For CF households we find that the interaction term for the firewood reduction

variable and the payment % to community variable is significant.
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This indicates that as the payment level increases respondent would
want more of the payment to go towards the households (as opposed to

the community).

We finally analyze how the institutional arrangements, and beliefs about climate
change and the benefits from the REDD program influence the REDD contract
adoption decisions. For CF households to adopt REDD+ contracts we find that

respondents that

8.a. believe they have equitable access to forest funds are willing accept
smaller payments.

8.b. are migrants requires higher payments.

8.c. believe climate change is serious for Nepal require higher payments while
respondents that believe climate change is serious for their community
require smaller payments.

8.d. believe that the REDD program will benefit them personally require higher
payments.

8.e. believe village authorities monitor forest use require higher payments.

8.f. believe that authorities support rule breakers require higher payments.

For non-CF households to adopt REDD+ contracts we find that respondents that
9.a. believe climate change is serious for Nepal require higher payments
9.b. believe rules of forest access are clear require smaller payments
9.c. believe village authorities monitor forest use require smaller payments

9.d. believe that authorities support rule breakers require higher payments.

We find that there are no significant differences in the payment amounts
necessary to initiate REDD+ contracts between the CF and non-CF respondent
groups but we find that respondent groups differ in their beliefs about REDD
payments and the institutional arrangements. In general we find ensuring equitable
access to forest resources, preventing corruption and ensuring proper monitoring of

forest use can result in contracts being adopted for lower payments.
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5. CONCLUSIONS AND POLICY IMPLICATIONS

In this paper we present results from a choice experiment survey conducted in Nepal
in 2013 as part of a collaborative effort to analyze the preference for REDD+
contracts in Nepal. In both CF and non-CF communities we find, for example, that
households prefer higher REDD+ payments and would rather not take on REDD+
obligations without adequate compensation. For example, CF and non-CF
respondents generally are not likely to choose options with high levels of firewood
reductions and low REDD+ payments. Non-CF households also have the option to
reduce grazing in exchange for payments. We find that those respondents are less
likely to choose options with grazing restrictions than options without such
restrictions. Such results are consistent with individuals making choices that are in

their own interests.

A key REDD+ policy question is how to divide up REDD+ payments. Should they go
to the community? To households? Part to households and part to communities? We
find that respondents prefer that more of the payments go to communities rather than
to households. This result indicates a high degree of trust in forest user group
communities, because pure self-interest would likely have suggested a preference for
payments to go to households where they can be fully controlled. This result mirrors

our focus group findings.

We also find that preferences for REDD+ contract attributes depend on the levels of
other attributes. One particularly interesting finding is that when REDD+ payment
levels are high, the estimated additional REDD+ payment required to further tighten
firewood collection restrictions or impose grazing closures is lower. Preferences for
payments to be made to communities rather than households are found to be
influenced by the required level of reduction in firewood collection. For example,
when the required firewood reduction is high, respondents are less likely to support a
larger portion of payments going to their communities. This finding suggests that as
REDD+ contract requirements become very stringent, respondents would like to be
sure their households get direct benefits in exchange for those sacrifices. Similarly,
for CF households, at higher REDD+ payment levels respondents prefer that more of
their payments go to households rather than communities, perhaps reflecting

concerns with community level management of large sums.
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Besides payment levels good governance and equity are also important in REDD+
contracts. We find that people are willing to accept smaller paymentsif equitable
access to forest resources, preventing corruption and ensuring proper monitoring of
forest use are ensured. Overall our results show that there is a strong willingness to
accept REDD+ contracts from community members of both CF and non-CF

communities.
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Attributes Levels
REDD + payments (Rs. | Annual total REDD+ payment | 1000
per household per to your community. 2000
year) 3000
4000
5000
Portion of the REDD+ The portion of REDD+ | 100% community
payment going to the payments that go to | 50% community and 50%
household. communities for community | household
projects and /or equally divided | 100% household
between households in your
group.
Reduction in amount of | Required fuelwood reduction | 25%
fuel wood collected measured as a portion of your | 50%
current use. 75%
100%
Grazing restrictions Required reduction of grazing | Yes
measured as a portion of your | No

current use.

Tab. 1 Attributes and levels for the REDD+ Survey Instrument
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SN Variable CFHH % Non-CF HH % p-value
A Gender
1  Women headed households (WHH) 18.77 13.69 0.01306
WHH due to temporary migration of 415 0.6682
2 men 3.69
3 WHH due to men’s death 6.77 4.92 0.156
B Wellbeing class
1 Rich 9.08 11.08 0.231
2  Medium 52 51.38 0.8243
3  Poor 38.92 37.54 0.6075
C Caste groups
1 Dalit 14.46 17.69 0.1128
2 Janajati 43.69 39.38 0.1151
3 BC 39.54 41.08 0.5718
4  Others 2.31 1.85 0.5596
D Age of HH head (in years) 52.46 48.77 4.297e-06
E Total population 50.58 49.72 0.2879
Men 51.91 52.80 0.4315
Married 54.24 52.20 0.07231
Immigrated 15.08 35.85 2.20E-16
F  Main occupation
1  Agriculture 34.48 30.80 0.0005527
2 Skilled worker 1.26 1.69 0.1093
3  Services in GO, NGO, private sector 3.69 3.34 0.3984
4  Services in foreign country 7.38 6.75 0.2804
5 Household chores 6.18 7.48 0.02278
G Land holding and food security
1 Land holding by family 95.85 0.92 0.003704
2 Food sufficiency from own land 26.46 35.69 0.000324
Income fluctuation in last ten years
H due to agriculture and livestock
Increased 24.31 24.00 0.8969
No change 57.08 60.15 0.2601
Decreased 18.62 15.85 0.1862
Income fluctuation in last ten years
I due to off-farm activities
1 Increased 37.69 37.08 0.8186
2 Nochange 53.69 54.00 0.9114
3  Decreased 8.62 8.92 0.8445

Tab. 2 Household Characteristics in CFs and Non-CFs
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(1) (2) (3) (4)
CL MMNL MMNL MMNL
Main Main Attribute  Demographic
Effects Effects Interactions Interactions
ASC 2.776*** 7 512%** 9.173*** 9.407***
(0.102) (0.526), (0.779),SD  (1.688),SD
SD
Payment % to Community 0.0329*** (.0733%** 0.101* 0.0989***
(0.00507)  (0.0153), (0.0567), (0.0210), SD
SD SD
Firewood Reduction -0.171***  -0.380***  -0.516*** -0.299%**
(0.00815)  (0.0235), (0.0629), (0.0266), SD
SD SD
Grazing Restriction -0.299***  _0.668***  -1.481%*** 0.255**
(0.0360) (0.101), (0.368),SD  (0.122),SD
SD
Payment 0.141***  0.263*** -0.0660 -0.296%**
(0.0159) (0.0273) (0.122) (0.0357)
Community X Payment 0.0136
(0.0103),
SD
Firewood X Payment 0.0389**
(0.0155)
Grazing X Payment 0.195**
(0.0855),
SD
Firewood X Community -0.00963*
(0.00565),
SD
Grazing X Community 0.0165
(0.0369)
ASC X Equitable access to forest fund -0.919
(0.863)
ASC X Respondent migrated 0.764
(0.866)
ASC X CC serious for Nepal 2.865**
(1.144)
ASC X CC serious for community -1.040
(1.030)
ASC X CC serious personally -0.840
(1.012)
ASC X REDD likely to benefit 0.988
community (0.980)
ASC X REDD likely to benefit -0.215
personally (1.014)
ASC X Community members 0.129
trustworthy (1.096)
ASC X Community members follow -0.271
rules (0.821)
ASC X Rules of access and forest use -3.717%%*
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are clear (1.364)
ASC X Forest access decisions are 1.377
fair (1.081)
ASC X Village authorities monitor -1.389*
forest use (0.831)
ASC X Villages monitor forest use 1.162
(0.886)
ASC X Authorities support rule 1.537*
breakers (0.849)
Observations 11694 11694 11694 7122
Log likelihood -3027.4 -2473.3 -2446.7 -1454.8
Chi-squared 2510.0 1108.1 1149.0 581.6

Standard errors in parentheses
Tab. 3: Regression Results for the REDD+ CE Survey for Non-CF Communities

*p< 0.1, “p< 0.05, "p< 0.01

(1) (3) (5) (X)
CL MMNL MMNL MMNL
Main Effects  Main Effects Attribute Demographi
Interactions o
Interactions
ASC 3.322%** 7.647*** 6.978%** 7.179%**
(0.108) (0.479),SD (0.563),SD  (0.899), SD
Payment % to Community 0.0416*** 0.0640*** 0.182*** 0.0590***
(0.00542) (0.0118),SD  (0.0308),SD (0.0121), SD
Firewood Reduction -0.260%** -0.454%** -0.431%** -0.462%**
(0.00913) (0.0239),SD  (0.0438),SD (0.0253), SD
Payment 0.135*** 0.255*** 0.594*** 0.250***
(0.0170) (0.0250) (0.0909) (0.0260)
Firewood X Payment -0.0191
(0.0117)
Community X Payment -0.0397%**
(0.00762),
SD
Firewood X Community 0.00118
(0.00367)
ASC X Equitable access to forest -1.031*
fund (0.579)
ASC X Respondent migrated 3.029**
(1.430)
ASC X CC serious for Nepal 1.647%*
(0.800)
ASC X CC serious for community -2.117**
(0.824)
ASC X CC serious personally -0.634
(0.654)
ASC X REDD likely to benefit 0.349
community (0.631)
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ASC X REDD likely to benefit 2.095%**
personally (0.681)
ASC X Community members -0.463
trustworthy (0.798)
ASC X Community members -0.591
follow rules (0.675)
ASC X Rules of access and forest -1.191
use are clear (0.816)
ASC X Forest access decisions are 1.038
fair (0.663)
ASC X Village authorities monitor 1.592%**
forest use (0.545)
ASC X Villages monitor forest use 0.516
(0.537)
ASC X Authorities support rule 1.814%*
breakers (0.713)
Observations 11697 11697 11697 10851
Log likelihood -2702.3 -2316.4 -2298.4 -2140.5
Chi-squared 3162.3 771.9 783.5 632.7
Standard errors in parentheses *p< 0.1, **p< 0.05, ***p< 0.01
Tab. 4 Regression Results for the REDD+ CE Survey for CF Communities
MWTA - Main Effects
Attribute Conditional Logit MMNL
Payment to Community (Rs per 1%) 32.89 27.84
Reduction in Firewood (Rs per 1%) -120.80 -144.45
Reduction in Grazing (Rs for restriction) -2114.90 -2536.28
Table 5a: Marginal Willingness to Accept for REDD+ Attributes for non-CF
MWTA - Main Effects
Attribute Conditional Logit MMNL
Payment to Community (Rs per 1%) 30.85 25.09
Reduction in Firewood (Rs per 1%) -193.13 -178.28

Tab. 5b Marginal Willingness to Accept for REDD+ Attributes for CF
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Abstract

The years-long negotiations on an international mechanism for loss and damage
(L&D) associated with climate change impacts got to a milestone during the
nineteenth session of the UNFCCC Conference of the Parties (COP-19), held in
Warsaw in November 2013. The COP established the Warsaw international
mechanism, aiming to address L&D associated with the adverse effects of climate
change, including extreme events and slow onset events, in vulnerable developing
countries (Decision 2/CP.19). The paper performs a Critical Discourse Analysis
(CDA) of COP decision 2/CP.19 in order to evaluate its content and reflect on how
the mechanism will be implemented. The analysis builds on Fairclough’s (1992)
three-dimensional model for CDA, and makes use of a wide range of materials
including previous COP decisions, High Level Segment statements and Parties
submissions to COP 19, press releases and other relevant documents. The analysis
highlights the lack of a common understanding and representation of L&D by
developed and developing countries, with this fact ultimately hampering the
possibility to define actual tools to address the issue within the mechanism The
difficulty to come to a shared meaning on L&D is due to its connection to other
controversial discourses under the UNFCCC: those of attribution, liability and

compensation.

Keywords: Loss and Damage, limits and constraints to adaptation, liability,

attribution, climate change negotiations
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1. INTRODUCTION

The years-long negotiations on an international mechanism for loss and damage
(L&D) associated with climate change impacts got to a milestone during the
nineteenth session of the UNFCCC Conference of the Parties (COP-19), held in
Warsaw in November 2013. The COP established the so-called Warsaw international
mechanism (WIM) [1], aiming to address L&D associated with the adverse effects of
climate change, including extreme events and slow onset events, in particularly
vulnerable developing countries. Discussion on L&D, formally initiated with the 2007
Bali Action Plan [2] and later embedded in the Cancun Adaptation Framework (2010)
[3], has been campaigned by the Alliance of Small Island States (AOSIS) since the
early 1990s. AOSIS’ claims have mainly focused on the establishment of a
compensation mechanism, able to refund developing countries for those unavoidable
impacts materializing when both mitigation and adaptation efforts fall short. However,
the WIM does not recognize any liability of the most advanced economies for past
and ongoing human induced climate change, nor makes any tangible commitment for
helping low income and small developing island states to cope with L&D. Rather, it
outlines a partnership for a better knowledge gathering, coordination and support,

“‘including finance, technology and capacity building”.

Up to date, L&D attracted little academic research [4] [5]. The existing body of
literature is primarily composed by advocacy groups [6] [7] [8] and has mainly been
produced in preparation of international meetings and with the aim of supporting
developing countries’ negotiating position. Interestingly, a recent branch of literature
has been concentrating on a topic which is directly linked to that of L&D, i.e. the limits
to adaptation [9] [10] [11] [12]. The IPCCC AR5 has also devoted attention to the
concept of “constraints and limits to adaptation” (Working Group II, Chapters 16 and
17) [13], where the first are those factors which make it difficult to implement
adaptation actions, while the latter are insurmountable barriers to adaptation [10]
[14]. Nevertheless, the connection between L&D and the constraints/limits to
adaptation is not always made explicit, leaving the integration of the two branch of
literature at an embryonic stage.

As a result, no commonly agreed definition is available for the concept yet. In the
literature review prepared by the Work programme on L&D under the Subsidiary

Body for Implementation (SBI) to the UNFCCC, L&D is very broadly referred to as
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“the actual and/or potential manifestation of impacts associated with climate change
in developing countries that negatively affect human and natural systems™ [15]. Such
definition, however, does not clarify why L&D should be regarded as a different
category within climate change impacts and should be therefore addressed with an
ad hoc instrument. Other definitions make a step ahead, explicitly linking L&D with
the inability to cope and adapt to climate change impacts [4]. However, this does not
allow for precisely setting the boundaries of the concept: is such inability to adapt
stemming from institutional barriers, prohibitive costs or technical impossibility? All
these cases holding true, what the difference with the concept of residual impact

would be then?

The fluidity in the way L&D is conceptualized, also shows up at the negotiations level.
While consensus around core concepts like mitigation and adaptation has been
reached, this does not hold true for L&D. Discourses around the concept are still
characterized by a strong juxtaposition between developing and developed countries,
with the former claiming L&D to be something beyond adaptation and thus requiring
additional instruments besides mitigation and adaptation, and the latter including L&D

within the scope of adaptation.

The paper employs a Critical Discourse Analysis (CDA) to investigate how different
discourses, i.e. way of understanding and representing the issue of L&D, have been
endorsed by developed and developing countries and the possible reasons for their
divergence. It also reflects on the consequences this had on the definition of
appropriate and concrete actions to address L&D through the WIM. The first section
provides an overview of the theory and method of discourse analysis: particular
attention in drawn on the CDA approach and its theorization by Norman Fairclough.
Making use of Fairclough’s three-dimensional model for CDA, the analysis carried
out in section 3 highlights the lack of a common understanding and representation of
L&D by developed and developing countries, with this fact ultimately hampering the
definition of actual tools to address the issue within the mechanism. The difficulty to
come to a shared meaning on L&D is due to its connection to other controversial
discourses under the UNFCCC: those of attribution, responsibility/liability and
compensation. The paper concludes with some considerations on the possible

developments of the L&D issue and on the near future implementation of the WIM.
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2. THEORY AND METHOD: CRITICAL DISCOURSE ANALYSIS

Being aware that there is no generally accepted definition of discourse in social
science [14], | adhere to its interpretation as a particular way of talking about and
understanding the world, or an aspect of the world [16]. Therefore, discourse analysis
becomes a strategy to reveal how the understanding of the world is built through
language and how, conversely, the latter contributes to change social reality. It draws
attention on the way discourse is produced, what it excludes, how some knowledge
becomes significant and some other does not, and how power relations are reflected

in language [17] [18].

Discourse analysis is rooted in a social constructionist approach within social
sciences and humanities [14]. Despite the common epistemological premises,
approaches to discourse analysis vary, differing inter alia with respect to the role of
discourse in the construction of the world and the analytical focus [19]. In this paper, |
employ a CDA as mainly concerned with social problems and political issues and for
its attempt not only to interpret but also to explain discourse structures [20]. In
particular, CDA focuses on the ways discourse structures enact, confirm, legitimate,
reproduce, or challenge relations of power and dominance in society [19]. As
negotiations under the UNFCCC are characterized by pronounced power
asymmetries, CDA turns out to be useful in detecting whether the latter are reflected

in the discussion on L&D.

Within the CDA approaches, | focus on Norman Fairclough’s work and adopt his
three-dimensional model for CDA [21]. According to it, the starting point of any
analysis should be the consideration of two important elements of the discourse: i)
the communicative event (for example, a newspaper article or any other text or
speech); ii) the order of discourse, i.e. the configuration of all discourse types used in
a specific field. The communicative event has three dimensions, each of which

should be covered by a specific analysis:

l. itis a text, and should be subject to a linguistic analysis (vocabulary, grammar,

syntax);

IIl. it is a discursive practice: attention should be drawn on how the text is

produced and consumed, focusing on the way power relations are enacted.
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The underlying hegemonic processes, through which consensus around

meanings emerges, should be explored;

lll. it is a social practice, with this implying considering how the discursive
practices reproduces or restructures the existing order of discourse and how

this translates into social change.

Hence, Fairclough proposes three levels of analysis: at micro, meso and macro
scales. Accordingly, the analysis of COP Decision 2/CP.19 (communicative event ) in
section 3 is carried out considering these dimensions. Although the text of 2/CP.19
constitutes the core of the analysis, it is examined in connection with other relevant
documents, including previous COP decisions (1/CP 16, 7/CP 17, 3/CP 18), High
Level Segment statements made by Heads of States and Governments at COP
19/CMP 9, Parties submissions in preparation of COP 19, press releases and other
relevant documents available on the UNFCCC website. This is functional to
reconstruct in an organic way the different discourses adopted by developed and

developing countries on L&D.

3. ANALYSIS OF THE DECISION (2/CP.19) AND DISCUSSION

| start from the analysis of the discursive practice (meso scale in Fairclough’s model)
as crucial to understand how the authors of Decision 2/CP.19 draw on existing
discourses when producing the text. It entails eliciting the particular ways in which
authors understand and represent the issue, and detecting how such views interact,
eventually reproducing or transforming the order of discourse. | have already recalled
in the introduction how developing and developed countries frame L&D in two
conflicting way, the former claiming L&D to be something beyond adaptation and
thus requiring additional instruments besides mitigation and adaptation, and the latter
including L&D within the scope of adaptation. The reasons behind such juxtaposition
lie in the strong reference made by developing countries to the concept of
compensation: in their view, developed countries should refund them for the
unavoidable impacts already materializing as a consequence of past and ongoing
greenhouse gases (GHG) emissions. Talking about compensation, however,
ultimately links the discourse on L&D to another controversial issue under the
UNFCCC, i.e. that of historical responsibility for GHG emissions. Although the
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UNFCCC recognized industrialized countries as historically responsible for having
emitted a larger share of GHG compared to developing countries (art. 3, §1
UNFCCC), the implications of such “common but differentiated responsibilities” have
been interpreted more in terms of voluntary aid and differentiation on grounds of
capacity [18]. A step ahead in this discussion has been recently made, with some
scholars [22] endorsing the possibility of holding a state generally responsible for
climate change damages for breaching the no harm rule under international
customary law. This argument, however, does not appear to be based on solid
ground. Before holding a state responsible, it is necessary to prove the causal link
between the damage and the act/omission attributable to the state. This is
particularly challenging for the current state of scientific knowledge. As highlighted by
the 2012 Special Report on Managing the Risks of Extreme Events and Disasters to
Advance Climate Change Adaptation [23], while some slow-onset events are direct
consequences of large-scale warming and can therefore be linked directly to past
emissions, extreme weather events (which are also associated with greater loss and
damage) cannot still be entirely attributed to climate change. Lacking the full causal
link of L&D with climate change, claims for compensations become ultimately
arduous to rise. Not least, it is difficult to distinguish the contribution and the sign of
other factors, like exposure and vulnerability, to L&D. Within international law, talking
about state liability, i.e. responsibility for acts not prohibited by international law,
would provide a better framework for the issue. Indeed, liability is a form of more
sophisticated and solidaristic responsibility [24], aiming at regulating certain socially
useful but hazardous activities so that to guarantee their economic viability while
providing prompt reparation in case of transboundary damages to the environment or
the society [25]. No international obligations has to be breached and no fault has to
be proved: only causation is relevant [25]. However, the concept has been rarely
activated and is envisaged by the Convention on International Liability for Damage
Caused by Space Objects (1972) only. Moreover, being causation the only
parameter to matter, the same difficulties observed as for the traditional view of state
responsibility would apply in proving the causal link between (lawful) activities and

damages.

The analysis of the text of Decision 2/CP.19 (micro scale in Fairclough’s model)

confirms the presence of such Gordian knots. Firstly, the relationship between L&D
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and adaptation is defined in two clashing ways. According to line 6 of the Decision
L&D “includes, and in some cases involve more than, that which can be reduced by
adaptation”, while at line 13 the WIM is placed “under the Cancun Adaptation
Framework”. The first statement recognizes L&D as something which, in some
cases, can go beyond adaptation and thus recognizes developing countries’ claims.
On the contrary, the second statement —placing L&D under the Cancun Adaptation
Framework- suggests a relation of subordination between the concepts, with L&D
being a part of adaptation as argued by developed countries. From a rhetoric point of
view, this is a case of “constructive ambiguity”, a tool often employed in diplomacy to
get over situations of impasse [26]. It is a strategy used when parties have strong
and contradictory interests and views and/or the negotiations are running short of
time [27]. The incapacity to get to a shared definition of the concept is also shown by
the provision requiring a review of the mechanism “including its structure, mandate
and effectiveness” at COP 22 in 2016 (§1 and §15 of the Decision).

As for the attribution of L&D to climate change, in Decision 2/CP.19 (as well as in the
decisions adopted since the Cancun Agreements), L&D is referred to as being
associated with climate change impacts, including extreme weather events and slow
onset events. Again, this could be seen as an example of constructive ambiguity in
its lexical form. The verb “associate” implies a connection between two things either
because they occur together or because one produces the other [28]. Thus, the verb
can entail different relationships linking the concepts: they can be on the same level,
being simply connected, or one can be subordinated to the other, as caused by the
latter. More research should be done in understanding whether this expression has
been used in the decisions as a compromise on the different views on attribution of
L&D to climate change, or simply because of the uncertainty that still lingers in
science on the relationship between climate change and extreme events. However, it
is interesting to note that developing countries, and AOSIS in particular, are more
inclined in adhering to the second meaning of the verb, i.e. implying causality. Taking
as an example Nauru’s submission to COP 19 (“Views and information on elements
of an international mechanism to address loss and damage from the adverse effects
of climate change” [29]), the alleged causal link between L&D and climate change
impacts is made explicit by the same title. Indeed, the preposition “from” indicates the

source or cause of something [28].
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Drawing together the threads of the above arguments, it is hard to say whether
during COP 19 negotiations the order of discourse on L&D has been truly
transformed (macro scale within Fairclough’s model). It is true that power relations
among developed and developing countries slightly changed, as the latter were able
to introduce a “new” discourse on L&D in the final text of Decision 2/CP.19, referring
to it as something beyond adaptation. For the time being, however, it is still uncertain
whether this will actually correspond to a new way of representing the issue and,
most importantly, to a change in the way L&D has been addressed in the practice so
far. In fact, as Fairclough notes [30], a new discourse may come into an institution
without being enacted or inculcated, or it may be enacted but never fully inculcated.
Inculcation means that people own the discourse. What more reasonably happened
in Warsaw is that developed countries have “learnt” this new discourse for the
purpose of closing the negotiation process, but at the same time they beware of

internalizing it.

4. CONCLUSIONS

One of the aim of discourse analysis is to investigate the relations of power and their
possible changes through language. The insertion of the expression of L&D going
beyond adaptation in the final text of Decision 2/CP.19 reflects a small but not
negligible result for developing countries. It is actually expected that this point will be
used in 2016 as a lever to move the issue of L&D out of the adaptation pillar and
position it as a new field in the battle against the adverse impacts of climate change,
subsequent to the “preventive” phase of mitigation and the “managing” phase of
adaptation [31]. Negotiating power on the issue can be therefore deemed to have
somewhat increased for developing countries. Yet, the use of constructive ambiguity
in the text reminds us that developed and developing countries have failed to come
to a shared meaning and representation of L&D and that many unresolved issues
remain on the table. The crux of the matter can be depicted as a “triangle of discord”
at whose vertex are the concepts of attribution, liability and compensation. Without
untying such Gordian knots, it will not be possible to be of the same mind on what

L&D is and therefore arrange precise and concrete activities to address it.

Nevertheless, it would not be fair to depict the WIM as meaningless. It offer a set of

tools, mostly related to knowledge and expertise sharing, data distribution and
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collection, technological support and international dialogue enhancement, that have
the potential to tackle some important dimensions of L&D which cannot be addressed
financially, like the loss of biodiversity, culture and statehood are. As recently stated
by developing countries’ negotiators on L&D at COP 19, “financial compensation may
represent a normative solution to the perils of vulnerable countries, but does not
necessarily mean that the underlying needs are addressed” [32].The establishment
of the mechanism will therefore allow for further confrontation and advancement in
the understanding of this complex and multifaceted issue. Nevertheless, its
performance will need to be judged on the basis of its actual implementation,
expected by the end of 2014.
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Abstract

The difference in surface temperature between the sub-tropical North Atlantic and the
global tropical oceans explains past drought, partial recovery and differences among
model projections of precipitation change in the Sahel.
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1. TEXT

The Sahel, the semi-arid southern edge of the Sahara desert, usually conjures im-
ages of cracked earth and malnourished children—a harsh, inhospitable environment
plagued by drought, famine and, most recently, security concerns driven by the spread
of terrorism.

Persistent drought onset abruptly here in the early 1970s. Scientists studying its cause
initially focused on local factors (Charney 1975). They postulated that rapid population
growth led to extensive agricultural practices—cultivation of marginal lands,
overgrazing and wood-cutting for fuel—and that degradation turned dryland into
desert, and engendered drought, which further degraded the vegetation cover. In
recent years drought has been alternating with flooding, and global policy talk around
desertifica-tion has been replaced by acknowledgement of re-greening, that is, an
increase in vegetation cover (Herrmann et al 2005)), if localized, attributed to
successful interven-tions, whether instigated by individuals or Non Governmental
Organizations, whether supported by development aid or spontaneous (Reij et al
2009).

In parallel, in the intervening decades an alternative explanation relating the evolu-tion
of Sahelian climate to global rather than local influence, had gained ground (Fol-land
et al 1986), with initial attempts at operational seasonal forecasting in time leading to
the institutionalization of the West African Climate Outlook Forum in the late 1990s.
This global influence, making the climate of the Sahel predictable on seasonal to in-
terannual time scales, and explaining persistent drought as well as the current partial
recovery, is that of the oceans, the dominant source of moisture for semi-arid regions
like the Sahel.

This paper provides a simple interpretation of the influence of the oceans on the
Sahel, one that for the first time makes sense of past drought, and of the current trend
towards increased rainfall consistently with near- and long-term projections.

One way to arrive at such simple explanation is to seek consistency between seasonal-
to-interannual prediction approaches, which detail the role of large-scale anomalies in
sea surface temperature in driving shifts in the probabilities of occurrence of, say, be-
low, normal or above-normal precipitation, and approaches germane to the theory of
climate change, which relate warming to the expected thermodynamic, i.e. driven by
the concomitant increase in humidity, and dynamical responses.

From the perspective of seasonal climate prediction, a fairly detailed picture has
emerged from decades of studies (Rowell et al 1995; Fontaine and Janicot 1996; Ndi-
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aye et al 2011; Rowell 2013) which relates anomalies in the surface temperature of all
ocean basins to anomalies in Sahel rainfall. Following Folland et al (1986) and Giannini
et al (2003) respectively, Palmer (1986) and Lu and Delworth (2005) demonstrated that
variation in the surface temperatures of each single basin can lead to Sahel drought.
Specifically, warmer Pacific and Indian Oceans, respectively on interannual and inter-
decadal time scales, and a cooler northern than southern Atlantic, also on interdecadal
time scales, are associated with drought.

However, this level of detail, i.e. modeling Sahel rainfall as a function of Indo-Pacific
warming and of the interhemispheric contrast in the Atlantic, while broadly explanatory
of 20th century behavior, does not consistently predict 21st century behavior (Biasutti
et al 2008). What does begin to explain the latter is the simplification attempted here,
which ties the recent evolution of Sahelian climate to anthropogenic emission through
their influence on sea surface temperatures. Oceans have been warming globally, due
to greenhouse gases, but not uniformly, most notably in the North Atlantic, due to
aerosols. Warming oceans are hypothesized to raise the bar for deep convection
(Neelin et al 2003; Held et al 2005), the process that generates precipitation in the
tropics. This situation would result in fewer rainy days, prolonged dry spells, and
overall seasonal drought, were it not for the fact that warming oceans also provide
increased moisture (Seth et al 2013). The increased moisture can trigger convection,
and more intense rains. In the case of the Sahel, the global tropical sea surface
temperature average provides a quantitative estimate of the former influence, while
the local North Atlantic average provides an estimate of the latter. The two can evolve
independently, but it is their difference that matters to prediction of Sahel rains.
Drought in the 1970s and 1980s was associated with a North Atlantic that could not
keep up with global tropical ocean warming, especially noticeable in the Indian Ocean,
due to the local influence of aerosols. The current trend towards recovery is consistent
with reduced aerosol emissions since legislation to curb their emissions to reduce
pollution. Interestingly, the current trend is marked by less frequent, but more intense
rain events (Lodoun et al 2013; Salack et al 2014). Interpreting the climate of the
Sahel through the lens of oceanic influence therefore provides not only a consistent
explanation of past and future, but also a global context for framing adaptation to a
more variable climate.
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Abstract

We discuss a present day (1990-2009) and near future (RCP 4.5, 2010-2029)
simulation for the southern Africa region with the RegCM4 regional climate model
(RCM, dx = 25 km) driven by the CAM4 global climate model (GCM, dx = 1°).The
analysis focuses on precipitation extreme indices. With a few exceptions we find that
the models reproduce reasonably well the extreme climatology of precipitation over
the region, with the RegCM4 improving the simulation of daily precipitation frequency
and duration of dry and wet events compared to CAM4 due to its higher resolution. In
the near future both models show a prevailing shift towards a hydroclimatic regime of
more intense and less frequent precipitation events. The global and regional models
exhibit quite different patterns of change, an indication of the importance of internal

variability and process representation for the simulation of surface climate.

Keywords: RegCM4, Climate Change, Extremes events, Southern Africa
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1. INTRODUCTION

The region of Southern Africa is projected to undergo substantial changes in
temperature and precipitation due to greenhouse gas (GHG) induced global warming
[1]. Because the economy of the region relies heavily on rain-fed agriculture, it is
important to provide projections of possible changes in hydrologic regimes over the

region for use in impact studies [2].

Indeed, a number of recent studies have examined the performance of regional
climate models (RCMs) over the Africa region (e.g. [3]; [4]; [5]; [6], and references
therein) and have shown that these models can reproduce the basic characteristics
of African climate and extreme events up to the daily temporal scale, often improving
the performance of global climate models (GCMs). In this paper we present an
analysis of the RegCM4 simulation over Southern Africa. RegCM4 was driven by
boundary conditions provided by a CAM4 simulation of present day climate
(1990-2009) and near future climate conditions (2010-2029). We stress that, since
we only analyze a single realization with a single RCM and GCM, this experiment is
not intended to provide a comprehensive climate change scenario for impact
assessment studies, but rather a sensitivity study to evaluate the behavior of the
regional climate model RegCM4 when driven by CAM4 and to compare the changes

across the two models in higher order statistics.

Here we focus in particular on the model performance in simulating a range of
extreme event statistics, since these are the most important for impacts. We compare
results from the driving and nested models to evaluate the added value obtained from
the high RCM resolution. In addition, we compare near future and present day
statistics as an illustration of the magnitude of changes that can be expected in such
simulations, with an emphasis on how changes in extremes relate to changes in
mean climate. The production of a scenario of change, which is planned for future
activities, will require an ensemble of simulations that would allow us to estimate

uncertainties in the projections.

In the next section we briefly describe models; experiment and analysis design and

in section 3 we then discuss the model results.
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2. MODEL DESCRIPTION, VALIDATION DATASETS AND ANALYSES MEASURES

2.1 Model description and simulation design.

We have performed a GCM run followed by a dynamical downscaling with a RCM.
The two models were run for a continuous transient simulation spanning the 40 year
period 1990-2029. The period 1990-2009 is considered as reference (RF), while the
period 2010-2029 under the Representative Concentration Pathway 4.5 (RCP 4.5)

climate scenario is referred to as the early future period.

The GCM used here is the National Centre for Atmospheric Research (NCAR)
Community Atmospheric Model version 4 (CAM4; [7]). It was run at a horizontal
resolution of 0.9° X 1.25° with 26 vertical layers forced by prescribed sea surface
temperature (SST) from the Community Climate System Model (CCSM4).
Meteorological initial and 6-hourly lateral boundary conditions (LBC) from CAM4
along with SST from the CCSM4 experiment were used to drive the (1990-2029)

corresponding RegCM4 simulation.

RegCM4 [8] is the latest version of the Abdus Salam International Centre for
Theoretical Physics (ICTP) RCM system RegCM. It is a primitive equation, sigma
vertical coordinate model with dynamics based on the hydrostatic version of the
National Centre for Atmospheric Research/Pennsylvania State University’s
mesoscale meteorological model version 5 (NCAR/PSU’'s MM5; [9]). A detailed
description of the RegCM4 can be found in [8]. RegCM4 was integrated over the
Southern African domain (see Fig. 1 in [10]) with a horizontal resolution of 25 km and
18 vertical levels. The model LBC and the SST are updated 4 times daily using the

relaxation procedure described by [11].
2.2 Observation and reanalysis estimates

The validation of the simulated daily precipitation extreme indices is carried out
against the satellite-based daily precipitation data at 0.25 X 0.25° horizontal
resolution from the Tropical Rainfall Measuring Mission (TRMM VB42V47, Jan 1998-
to Feb 2013; [12]; hereafter referred to as TRMM) and the One-Degree Daily (1DD)
data of GPCP V1.2 (hereafter referred to as GPCP) compiled by [13]. The GPCP

V1.2 dataset provides daily rainfall estimates since October 1996. The year 1990 in
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the model simulation, which is considered as spin-up time for the model, is not

considered in the validation analysis.

The daily extreme indices described in the following section (section 2.3) are
analyzed for the whole extended austral summer rainy season, i.e. from November
through March (NDJFM) during which the southern African region receives almost its

total annual rainfall [14].
2.3 Analysis measures

The main focus of our study is on the validation and projection of extreme climate
characteristics of daily precipitation for the NDJFM season. In this paper, three
indicators of hydroclimatic extremes are evaluated, for precipitation, suggested by
[15] and the Expert Team on Climate Change Detection and Indices (ETCCDI; http://

cccma.seos.uvic.ca/ETCCDMI/).

The indices are:
e Frequency: defined as the number of days with precipitation > 1 mm.
e Consecutive wet days (CWD): defined as the maximum number of
consecutive days with precipitation >= 1 mm (Rgay >= 1 mm).
e Consecutive dry days (CDD): defined as the maximum number of consecutive

dry days, i.e. days with rainfall amount < 1mm (Rgay < 1 mm).

3. RESULTS AND DISCUSSION

3.1 Present day-climate

Fig. 1 shows the precipitation frequency (i.e. the number of days with precipitation
higher than 1 mm) in NDJFM averaged over the period 1998-2009 and obtained from
GPCP, TRMM, CAM4 and RegCM4, respectively. The spatial patterns of
precipitation frequency are more consistent across the two observation-based
products (Fig. 1a, b), with a primary maximum over the Katanga region and a
secondary one over the south-eastern coastal areas. However, GPCP shows overall
greater frequency values, also in this case likely due to the coarser resolution of the

data.

Both CAM4 and RegCM4 reproduce the overall patterns of the frequency (Fig.
1c-d), particularly when comparing with the TRMM data. CAM4 reproduces quite well

the maximum frequency over the Katanga region compared to TRMM, but
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underestimates it over the eastern coastal regions and across Madagascar, where
RegCM4 shows values more in line with the TRMM estimates. The most pronounced
model deficiency is the overestimate of frequency by CAM4, even compared to the
GPCP data, evidently as a result of too many drizzle events at the coarse model
resolution. Conversely, RegCM4 shows a good agreement especially with the TRMM
data. Analyzing two WRF simulations performed respectively at 90 Km and 30 Km
over Africa compared with four CMIP5 models, this deficiency was already pointed
out by [6], who found that the rainfall frequency is poorly simulated by GCMs
specially over the Congo Basin, a result that they attributed to physical

parameterization deficiencies in the models.

Fig. 2 shows the patterns of CWD (maximum number of consecutive days with
rainfall intensity >= 1mm day™') while Fig. 3 shows the patterns of CDD (maximum
number of consecutive days with rainfall intensity < 1 mm day™). Both indices are
averaged for NDJFM over the period 1998-2009 and obtained from GPCP, TRMM,
CAM4 and RegCM4. Observation estimates locate the maximum CWD in the
Katanga region and northwest areas of Madagascar whilst maxima of CDD appear
around the Kalahari and Namibia Desert. For both indices the models reproduce the
spatial patterns in the observations; however we find consistently that CAM4
overestimates CWD and underestimates CDD, again a reflection of the excessively
high number of light rain days in the model. Similar results were found by [16], who
have used CMIPS data and found that most CMIP5 models represent poorly the dry
and wet spell duration compared to reanalysis and HAJEX2 data. The RegCM4
values are much closer to satellite observations estimates for both indices, especially
when comparing with TRMM. The main deficiencies in the RegCM4 simulation,
clearly tied to the model’'s precipitation biases, are an overestimate of CWD over the
eastern coastal regions as well across Madagascar and an overestimate of CDD over
the north-western coasts of the domain (northward Angola). Finally, note in Fig. 3 that
the CDD patterns in both GPCP and TRMM show high values along the “dry spell
corridor” identified by [17], i.e. a region of high dry spell frequency extending across
Southern Africa between about 20°S and 25°S. This corridor is also somewhat
evident in the precipitation frequency plots. The models, and in particular RegCM4,

reproduce this feature quite well.
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3.2 Project early future change in extreme indices

What is of greater interest for this paper is the relation of mean change to changes in
higher order statistics. The NDJFM projected change in mean precipitation and
number of wet day frequency are presented in Fig. 4a-d. The patterns of change in
mean frequency generally follow the changes in mean precipitation. We also note,
however, that the areas of increased (decreased) frequency are less (more)
extended than those of mean precipitation. This implies that the models show a trend
towards a regime of less frequent events under global warming conditions, which is

consistent with previous findings ([18]; [19]).
The NDJFM projected changes for the early future of CWD and CDD from

CAM4 and RegCM4 are presented in Fig. 5a-d. Here we find a greater agreement
across the two models, in that CWD shows a prevailing decrease, while CDD shows
a prevailing increase, often also in areas where the precipitation frequency increases.
This is an interesting result, because it shows that under global warming conditions
precipitation events tend to organize in longer sequences of dry periods separated by
shorter and more intense wet periods, as suggested by [19]. Although the reason for
this is still unclear, [19] hypothesized that soil-precipitation feedbacks might be a
factor in this shift of hydroclimatic regime. This result is also in agreement with the
results of [20] who found from an analysis of CMIP5 models under three different
RCPs scenario (RCP 2.6, RCP 4.5 and RCP 8.5) that Southern Africa is one of the
regions which will undergo the strongest increase in CDD, indicating a future
intensification of dry conditions. Finally, note that a prevailing increase in CDD is
found in the dry spell corridor identified by [17], indicating increase in drought risk

there.

4. SUMMARY AND CONCLUSIONS

In this paper we discussed a present day (1990-2009) and near future (2010- 2029)
climate simulation over the southern Africa region conducted with the RCM RegCM4
(run at 25 km grid spacing) nested within the CAM4 global atmospheric model. The
main focus of the analysis was on a series of extreme indices related to precipitation
for the NDJFM wet season. Two daily satellite precipitation estimates datasets were
used for the evaluation of the model performance in precipitation indices, GPCP and

TRMM, i.e. a coarse and a fine resolution dataset, respectively.
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Overall, the two models showed a generally quite good performance in simulating the
precipitation indices, however the regional model showed a substantial improvements
compared to the driving GCM in the simulation of indices related to frequency and
duration of dry and wet events, particularly when comparing with the TRMM high

resolution observations.

The change patterns were quite different in the driving and nested model, again an
indication of the importance of the internal model physics. Although the patterns of
change in extreme indices generally followed those for mean precipitation, some
interesting responses were found. For both models, we found a dominant increase in
length of dry periods, along with a decrease in frequency of events with an increase
in the length of wet periods. This result supports the hypothesis of [19] that global
warming might lead to a shift of the surface hydroclimatic regime towards conditions

of more intense and less frequent events.

Overall, we found a reasonably good performance of the nested CAM4-RegCM4
system over the southern Africa domain. Therefore, we plan to use this modeling
system to produce ensembles of future climate projections over the region under

forcing from different scenarios of increased anthropogenic GHG concentrations.
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Fig. 1 Average NDJFM mean daily Frequency (in %) from (a) GPCP, (b) TRMM, (c) CAM4 and (d)
RegCM4.
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Fig. 2 Averaged NDJFM mean maximum wet spell length (CWD; in %) from: (a) GPCP, (b)
TRMM, (c) CAM4, and (d) RegCM4.
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Fig. 3 Averaged NDJFM mean maximum dry spells length (CDD; in %) from (a) GPCP, (b)
TRMM, (c) CAM4 and (d) RegCM4.
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Fig. 4 Difference (RCP4.5 minus reference) in NDJFM mean daily precipitation (a, b; top panels) and
mean daily frequency (c, d; bottom panels) from CAM4 (a, ¢) and RegCM4 (b, d) respectively. The
change is expressed in percent with respect to the reference period (1990-2009).
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Fig. 5 Difference (RCP4.5 minus reference) in NDJFM maximum wet spells length (top panels) and
maximum dry spell length (bottom panels) from CAM4 (a, c) and RegCM4 (b, d) respectively. The
change is expressed in percent with respect to the reference period (1990-2009).
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Abstract

Dry summers over the eastern Mediterranean are characterized by strong descent an-
chored by long Rossby waves, which are forced by diabatic heating associated with
summer monsoon rainfall over South Asia (i.e. monsoon-desert mechanism). Our
study evaluates the ability of the CMIP5 models in representing the physical processes
involved in this mechanism. Despite large spatial diversity in monsoon heating, de-
scent over the Mediterranean is coherently located and realistic in intensity. Column
integrated heating over both the Bay of Bengal and Arabian Sea provides the largest
descent in the eastern Mediterranean with the more realistic spatial pattern. Most
models are able to capture the dominant role of horizontal temperature advection and
radiative fluxes in balancing descent over the Mediterranean. The summer precipita-
tion over South Asia is projected to increase in the 21st century. Contemporarily, over
the Mediterranean the maximum of subsidence is projected to move westward, toward
the center of the basin. Projected changes in mid-tropospheric meridional wind and
horizontal temperature advection are consistent with the changes in subsidence, in

agreement with the processes at the base of the monsoon-desert mechanism.

Keywords: monsoon-desert, Mediterranean, CMIP5, projections
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The Mediterranean sector (30°-50°N, 20°W-60°E) lies in a transition zone between the
arid climate of North Africa and the wet climate of central Europe [1, 2]. In bo-real
summer (June through August) the region is characterized by descending mo-tion,
northerly surface wind, and mostly westerlies in the middle troposphere [1]. The
subsidence over the eastern Mediterranean has been related to the tropical monsoon
southeastward [3] through the “monsoon-desert mechanism”. In this theory, descent
over the Mediterranean is a consequence of the interaction between westward prop-
agating Rossby waves, which are generated by the diabatic heating associated with
the summer monsoon rainfall in South Asia, and the mean westerly flow north of the
region. Local diabatic enhancement, primarily through radiative cooling, contributes
enhancing the descent [4]. In future climate scenarios, the Mediterranean region has
been identified as one of the most prominent “hot-spots”, with a large decrease in the
mean precipitation during the warm season [5]. On the east, the projections of south
Asian summer monsoon indicate an increase of precipitation [6, 7, 8]. CMIP5 models’
projections provide enhancement of winter-wet and summer-dry rainfall seasonality,
with a poleward shift of the Mediterranean climate zones [9].

In this study we want to verify if the coupled models participating in the Cou-
pled Model Intercomparison Project phase 5 (CMIP5) are able to represent the tele-
connection for correct reasons. Then considering the models with the better perfor-
mance in the historical period, we look at the future to understand if the projected
climate changes in the eastern Mediterranean could be, at least in part, ascribed to the
monsoon-desert mechanism.

The Coupled Model Intercomparison Project phase 5 (CMIP5) database provides
multi-century long simulations of state-of-the-art global coupled models [10]. Table 1
lists the models considered in this study. Monthly mean fields from the historical sim-
ulations for the period 1901-2004, as well as from the RCP4.5 future scenario are
used. In the analysis of the historical period, the models’ results are compared with
precipitation taken from the GPCP dataset [11], and other atmospheric fields taken
from the ERA-40 re-analysis [12]. In the analysis of the future scenario, we considered
the difference between the climatology of the end of the 21st century (i.e. 2069-2098,
hereinafter 21C) and the climatology of the end of the 20th century (i.e. 1980-2004,

hereinafter 20C). All the climatologies are based on boreal summer (i.e. JUA mean).
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The monsoon-desert mechanism is analyzed at first in terms of omega at 500 hPa in
the Mediterranean area and vertically integrated diabatic heating (@) over South Asia.
Fig. 1a shows omega at 500 hPa between 20°W and 100°E averaged in 28°- 42°N and
Fig. 1b shows the vertically integrated diabatic heating (Qy) between 60°E and the
dateline averaged in 5°-25°N. Results from re-analysis shows that absolute descent
occupies an extended area over the Mediterranean sector with maximum am-plitude of
about 2.5 hPa/hr (Fig. 1a, solid black line). Over the Mediterranean, individ-ual models
(Fig. 1a, colored marked lines) differ primarily in terms of intensity (range of maximum
amplitude lies between 1.4 to 2.9 hPa/hr), but realistically reproduce lon-gitudinal
location of the maximum descent around latitudes 33°-35°N (not shown). In the
monsoon region, @y is dominated by latent heating over deep convective areas. The
longitudinal profile from reanalysis (Fig. 1b, black solid line) depicts multiple local
maxima representative of deep convection over the Arabian Sea (~75°E), Bay of Ben-
gal (90°-100°E), Southeast Asia (110°-140°E) and tropical west Pacific (~150°E). The
multi-model mean (Fig. 1b, black long-dashed line) realistically captures the maxima
over Bay of Bengal/Southeast Asia even though the intensity is much weaker than ob-
served (about half of the observed intensity). The models are systematically weak in
capturing the heating east of 130°E (Fig. 1b), colored lines with marks). Large spread in
amplitude and longitudinal locations of @)y maximum suggests the models’ limitation in
capturing important details of the monsoon [7].

Fig. 2a relates mid-tropospheric (500 hPa) summer mean omega over the eastern
Mediterranean and @y over South Asia in terms of area averages: the scatter plot
implies a quasi-linear relationship between the intensities of the diabatic heating over
South Asia and that of omega over the eastern Mediterranean. Linear model solutions
forced with diabatic heating that mimics the summer mean rainfall simulated by CMIP5
models suggest that the combined diabatic heating pattern over the Arabian Sea-Bay
of Bengal regions exerts the largest descent over the eastern Mediterranean [13]. In
response to heating centered either in the equatorial Indian Ocean or only over the
Arabian Sea region, remote descent of varying intensities is simulated [13]. Given the
existence of the monsoon-desert mechanism, we want to quantify the relative roles of
temperature, moisture and radiative processes in shaping the descent over the eastern

Mediterranean, and we apply the moist static energy (MSE) budget analysis follow-
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ing [14]. The equation is:

om om
wa

(Gi) = v V&) v -V(La) ~ (3) + Fua t LH+SH (1)

where m is the moist static energy (m = ¢,7'+ Lq+ gz), v is the horizontal wind vector,
¢, Is the specific heat at constant pressure, 7' is temperature, L is the latent heat of
evaporation, ¢ is the specific humidity, w is the vertical velocity, F,., represents the
net column integrated radiative fluxes (as a combination of longwave and shortwave
heating rates), LH and SH are surface latent and sensible heat fluxes, respectively.
Angle brackets represent mass-weighted vertical integrals in the troposphere. All the
terms in equation 1 are expressed in energy units (W/m?). The horizontal advection of
dry enthalpy (i.e. second term on the right hand side of equation 1, hereinafter 7,,,) and
the radiative fluxes (F,.q) are the dominant contributors to the vertical advection of MSE
(i.e. third term on the right-hand side of equation 1) over the eastern Mediterranean
(not shown). If the contribution of horizontal temperature advection and radiative flux
to MSE budget from reanalysis reflects “true” value (Fig. 2b, black square), then most
CMIP5 models underestimate the contribution of 7,4, while they overestimate that of
F..q in their respective budgets (Fig. 2b). This evidence of unrealistic contribution by
adiabatic processes to the budget suggests that in some models systematic errors in
diabatic processes mask the monsoon-desert mechanism.

As described in [13], the most important aspects of the “monsoon-desert” mech-
anism are latitudinal-longitudinal position of monsoon rainfall and associated vertical
distribution of diabatic heating, descent intensity over the eastern Mediterranean, and
related processes such as horizontal temperature advection and net radiative flux. For
example, the scatter plots in Fig. 2 permits to estimate the models’ performance for
some of them. While there are models that have realistic monsoon rainfall and vertical
distribution of diabatic heating, relative contributions of 7,,, and F,.; to MSE budget
that determine descent intensity over the eastern Mediterranean differ considerably
with those obtained from reanalysis. ERA-40 reanalysis budget terms also depend
on model parameterizations, and is therefore subject to large uncertainties [15]. Within
these constraints and combining the models’ performance, [13] have been able to iden-
tify few models, namely CCSM4, MIROC5, CMCC-CMS, GFDL-CM3, MPI-ESMLR,
CMCC-CM and CESM1-CAMSb5, capable of representing the teleconnection for correct

reasons. These few models are then used in the analysis of the RCP4.5 projections.

290



SISC, Second Annual Conference
Climate change: scenarios, impacts and policy
Advances in Climate Change

Compared to the summer mean climatology at the end of the 20th century (1980-
2004), over South Asia the summer precipitation toward the end of the 21st century
(2069-2098) is larger over the Indian subcontinent, in the Bay of Bengal and in the
Nepal/Tibet areas, north of 25°N (Fig. 3a). Over the Arabian Sea and in the south
eastern Indian Ocean there is a signature of decreased precipitation. The patterns
of precipitation changes over South Asia related to anthropogenic carbon dioxide in-
crease has been already described [6, 7]. Here we focus on the possible effects of
these changes on the summer mean climate and variability over the subtropical re-
gions in the west.

In the framework of the monsoon-desert mechanism and related processes, the
regions over South Asia with the maximum increase in precipitation (i.e. Bay of Ben-
gal and the area in the north) correspond to the regions where excitation of westward
Rossby waves is favored [3, 13]. The projected changes in omega at 500 hPa indicates
decrease of subsidence in the eastern part of the Mediterranean and increase in the
west (Fig. 3b) implying a westward shift of subsidence. In particular, the models project
a decrease of subsidence over Spain and the eastern Mediterranean/Middle East ar-
eas, but an increase in the northwestern Europe and in the central Mediterranean
(Fig. 3b). Is the westward shift of the subsidence, at least in part, due to the mon-
soon forcing? To relate the projected changes in subsidence over the Mediterranean
region to the projected changes in precipitation over South Asia, we need to investigate
how the main fields and processes responsible of the monsoon-desert mechanism do
change.

Descent is mostly promoted through horizontal temperature advection, and the pro-
jected changes in horizontal temperature advection (Fig. 4a) is consistent with the
projected changes in subsidence (Fig. 3b). As previously discussed, the horizontal
temperature advection is one of the dominant components of the MSE budget over
the region in the summer mean of the 20th century climatology. In the 21C climatol-
ogy and in the projected changes the relationship is maintained (not shown). In the
central Mediterranean sector, the correspondence between the projected changes in
subsidence and those of mid-tropospheric cross-contour flow (not shown) and hor-
izontal temperature advection are indicative that the changes are consistent with the

monsoon-desert mechanism, and are therefore associated with the projected increased
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precipitation over South Asia.
To understand whether changes in the circulation or in the temperature are mostly
responsible for the changes in the total horizontal temperature advection pattern we

consider its decomposition as follows:
(v-VT) = (v -VT) 4+ (v¢-VT') + (v - VT') (2)

where superscript  stands for the difference between 21st and 20th climatologies, and
superscript ¢ stands for 20th century climatology. The first term on the right hand side of
equation 2 represents the 20th century climatology temperature gradient advected by
the projected wind anomalies, the second term is the anomalous temperature gradient
advected by the 20C wind climatology and the last term represents the anomalous
temperature gradient advected by the anomalous wind. The three terms are shown
in Figs. 4b,c,d. In terms of intensity most of the changes are driven by the first two
terms (Figs. 4b,c), while the third term (Fig. 4d) is much weaker, at least of one order.
Equation 2 has a residual of the order of 10~?, thus negligible.

Considering the tripole structure depicted in Fig. 4a with the three maxima at 12°W,
15°E and 40°E, we found that the anomalous wind advecting the climatological tem-
perature gradient mostly provide the patterns in the west, while the climatological wind
advecting the anomalous temperature gradient mostly provide the pattern changes in
the east. In fact, the maximum vertically averaged changed in temperature is found
in the eastern part of the domain (Fig. 4e) and the changes in the vertically averaged
winds indicate also a tendency of intensification of the northerly flow and it is consistent
with the previous discussion about maxima in subsidence differences (Fig. 3b). Again,
the fact that the anomalous wind is mostly responsible for the changes in the horizontal
temperature advection, particularly in the central Mediterranean, confirms the role of
the monsoon-desert mechanism in shaping the changes.

Combining the results above we can summarize that a quasi-linear relationship ex-ists
between the intensities of diabatic heating over South Asia and descent over east-ern
Mediterranean, despite a large diversity in the precise location of simulated mon-
soon rainfall and associated @)y . In particular, the combined diabatic heating pattern
over the Arabian Sea-Bay of Bengal regions exerts the largest descent over eastern
Mediterranean. CMIP5 models tend to underestimate the contribution due to adiabatic

descent and to overestimate the contribution from radiative cooling, suggesting that lo-
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cal diabatic enhancement in the models may play a more important role in determining
the intensity of the descent. Statistical measures and budget diagnostics converge in
the identification of a subset of models that are able to capture the monsoon-desert
mechanism for correct reasons. In these models, the projected changes in subsidence
over the Mediterranean can be related to the projected changes in rainfall over South
Asia. The identification of these processes and the models’ performance are favorable
for the advances in climate sciences, including the understanding of these dynamical

processes and their predictability.
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Table 1: List and basic characteristics of the CMIP5 coupled models used

Model name Institute/Country Exps
ACCESS1-3 CSIRO-BOM/Australia 20C
bce-csm1-1 BCC/China 20C
CCSM4 NCAR/US 20C & RCP4.5
CESM1-CAM5 NCAR/US 20C & RCP4.5
CMCC-CM CMCCl/ltaly 20C & RCP4.5
CMCC-CMS CMCCl/ltaly 20C & RCP4.5
CSIRO-Mk3-6-0 | CSIRO-OCCCE/Australia 20C
FGOALS-g2 LASG-CESS/China 20C
GFDL-CM3 NOAA-GFDL/US 20C & RCP4.5
GFDL-ESM2G NOAA-GFDL/US 20C
HadCM3 MOHC/UK 20C
HadGEM2-AO MOHC/UK 20C
inmcm4 INM/Russia 20C
IPSL-CM5A-MR IPSL/France 20C
MIROC5 MIROC/Japan 20C & RCP4.5
MIROC-ESM MIROC/Japan 20C
MPI-ESM-LR MPI-M/Germany 20C & RCP4.5
NorESM1-M NCC/Norway 20C & RCP4.5
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Fig. 1 JJA mean (a) omega (hPa/hr) at 500 hPa averaged in 28°-42°N and (b) mean vertically
integrated diabatic heating (Qv, K/d) averaged in 5°-25°N for ERA-40 (black solid line), individual models
(colored lines with marks) and their mean (black dashed line).
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Fig. 2 Scatter plots of (a) JJA mean omega at 500 hPa (om500) in the eastern Mediterranean area
(15 -35 E, 28 -42 N, EMed) and of vertically integrated diabatic heating (Q,) over south Asia
(60 - 100 E, 5 -25 N) in terms of area averaged values (hPa/hr and K/d, respectively); (b) Taq, and
Fraq in terms of their contribution to the vertical advection of MSE (see Equation 1) in the region
15 -35 E, 28 - 42 N.The blue solid line in panel (a) corresponds to the linear best fit, and the
coefficient of determination (r?) is on the top-left corner of the panel.
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Fig. 3 Multi-model ensemble mean JJA 21C minus 20C climatology of (a) precipitation (mm/d) and (b)
omega (hPa/hr) at 500 hPa. Circle-marks indicate the grid-point where at least 2/3 of the models
considered agree on the sign of the anomaly.
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Fig. 4 Multi-model ensemble mean of JJA (a) 21C minus 20C vertically integrated horizontal temper-
ature advection (W/m?) and (b,c,d) its decomposition as in equation 2. (e) is 21C minus 20C climatology
of vertically averaged temperature (K, shaded) ad wind (m/s, vectors).
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Abstract

The present study analyses large values (or pulses) of zonally integrated meridional
atmospheric heat transport, due to transient eddies. The data used is the European
Centre for Medium-Range Weather Forecasts ERA-Interim reanalysis data, at the

850mb pressure level and with daily, 0.7° latitude and longitude resolution.
The data displays a highly variable zonally integrated meridional heat transport. It is

found that the large zonally integrated values do not result from a uniform increase of
the transport around the whole latitude circle but, rather, that they are primarily driven

by a limited number of very strong local transport events.
The existence of such pronounced variability in zonally integrated meridional heat

transport can have important consequences for the energy balance of the high

latitudes.

Keywords: heat transport, atmosphere, extreme events, reanalysis, variability
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1. INTRODUCTION

As part of the vast body of literature dedicated to anthropogenic climate change,
significant attention has been given to possible changes in meridional heat transport
[e.g. 1, 2]. While there is some agreement on general trends, the transport
magnitudes forecasted by models are extremely variable, for both pre-industrial and
future scenarios [e.g. 2, 3]. Whether by design [e.g. 1], or due to the focus of the
study [e.g. 4], the attention has often concentrated on zonally integrated, time-mean

transport values.

The role of variability on sub-seasonal time-scales, and the associated modelling,
has received comparatively little attention, although atmospheric heat transport has
been shown to be highly sensitive to short-lived, very intense heat bursts. Swanson
and Pierrehumbert [5] first highlighted the dependence of meridional atmospheric
heat transport by transient motions on extreme events, by looking at three locations
in the Pacific storm track. Messori and Czaja [6] generalised this conclusion by
showing that, at any given location in the extra-tropical regions, only very few days
every season, termed extremes, could account for over half of the net seasonal
transport. Meridional heat transport by transient motions is therefore fundamentally

sporadic in nature.

Both studies focussed on a local view of the transport, whereby the calculations were
based on values at single data points. However, the preponderant role of the local
extremes suggests that the atmospheric transport might still be characterised by a
sporadic nature when a zonally integrated view is adopted. That is, the meridional
transport might be modulated by strong zonal pulses, which would carry a significant
amount of the net seasonal heat transport in a very short period of time. These could
be due to the simultaneous occurrence of a large number of local extremes around a

given latitude circle. We will refer to these hypothetical occurrences as “zonal
extremes”. These zonal pulses, or extremes, could play a role in setting the mean
seasonal zonally integrated transport value, much like the local extremes for single-
gridbox transports. Anomalies in atmospheric heat transport magnitude and

convergence can have severe impacts on the polar regions on sub-seasonal
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timescales [7]. The existence of zonal extremes would therefore provide an important

new perspective on the study of meridional heat transport under a changing climate.

If such extremes were indeed found to exist, the relevant questions to address would
be how the local extremes relate to the zonal ones, how the frequency and intensity
of zonal extremes is set to change in the future, and how this will influence the polar

regions. The present paper will focus on the first of these questions, and aims to:

i) Demonstrate that, in reanalysis data, the extremes do not exist solely in
terms of local transport, but that there exist strong zonal pulses of
meridional heat transport across a given latitude circle.

ii) Show that the zonal pulses are partly driven by the synchronised
occurrence of a large number of local extremes, and that this is
consistent with the general features of atmospheric circulation in the

mid-latitudes.

The analysis will focus on atmospheric poleward heat transport by time-dependent
motions in the ERA-Interim dataset. While it is beyond the scope of the present study
to extend this framework to the climate forecasts made by GCMs, it lays out the
bases for an investigation on the subject. The discussion is centred on the largest
zonally integrated values of meridional heat transport. It is shown that the top
percentiles of the zonally integrated transport distribution are significantly different
from other days and can therefore be considered as zonal extreme events. The focus

is on the relationship between these zonal extremes and the local pulses.

The structure of the paper is as follows. Section 2 describes the data used and
outlines the methodology. Section 3 looks at zonally integrated heat transport, with a
focus on the nature and role of extreme events. A discussion of zonal versus local

extremes, conclusions and scope for future research is presented in section 4.

2. DATA AND METHODS

The present study utilises the European Centre for Medium-Range Weather
Forecasts (ECMWF) ERA-Interim reanalysis data [8]. 0.7° latitude and longitude
resolution, daily (1200 UTC) fields at 850mb are considered. The period taken into

consideration spans from June 1989 to February 2011, thereby providing twenty-two
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DJF (December, January and February) and twenty-two JJA (June, July and August)

time series.

Transient-eddy heat transports are computed as a product of meridional velocity (v)
and moist static energy (H, hereafter also referred to as MSE) temporal anomalies
between 30°N and 89°N, and 30°S and 89°S. The terminology “local event” simply
refers to the transport value at a single reanalysis gridbox. When discussing local
values, neither vertical nor zonal integrations are performed. On the opposite, zonally
integrated values are computed by integrating each local v’H’ value over the width of
the gridbox it refers to. All the values around a given latitude are then summed to
obtain the zonal integral of meridional heat transport. Again, no vertical integration is

performed.

Taking the product v'H’ for all data points and binning the values yields PDFs of local
and zonally integrated transient-eddy meridional heat transport. The most likely value
(MLV) of a PDF is defined as the central value of the bin with the highest frequency
of events. Zonal and local extreme events are chosen as values of v’H’ which exceed
the 95" percentile of the respective distributions for the full hemisphere and time
period considered. For further details the reader is referred to section 2 in Messori
and Czaja [6].

3. THE ZONAL MEAN VIEW IN REANALYSIS DATA

The analysis of meridional heat transport distributions and extremes in the literature
has primarily been performed on heat transport computed at single locations [e.g. 5,
6, 9]. The characteristics of the heat transport from a zonally integrated perspective
have received less attention. By zonally integrated transport, what is intended here is
simply the sum of all single grid box transport values around a given latitude circle,

integrated over grid box width (see section 2 for further details).

As first step, we verify whether the top percentiles of the zonally integrated
meridional heat transport PDFs in the ERA-Interim reanalysis data play any relevant
role relative to the net seasonal transport. In constructing the PDFs, the integral of
heat transport across a given latitude circle, on a given day, is treated as a single

data point. In the interest of conciseness, the resulting distributions are only shown
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for Northern Hemisphere (NH) DJF and Southern Hemisphere (SH) JJA [fig. 1a and

1b, respectively].

The PDFs are significantly different from the ones obtained by Messori and Czaja [6],
which were constructed by treating transport at each gridbox as a single data point.
For comparison, the single-point distribution for NH DJF is shown in [fig. 2], ([fig. 1c]
in Messori and Czaja [6]). It can be immediately seen that the single-point
distributions have a very pronounced MLV and a thin, extended positive tail. This tail
accounts for a very small fraction of the overall data, but for a significant part of the
net seasonal transport. These distributions also have a large skewness (3 for NH
DJF).

The zonally integrated distributions shown in [fig. 1] still have a well defined MLV and
long positive tails. However, these tails account for a much larger portion of the
events than was seen in the single-point distributions. Furthermore, the skewness
values are below 1, and the two hemispheres present radically different pictures. The
MLVs of both hemispheres lie in the smallest positive bin of the respective
distributions, with a lower bound at zero. The fact that both hemispheres have exactly
the same MLV is simply due to the choice of plotting both distributions over the same

bins.

Concerning the differences between hemispheres, the most striking one is the bi-
modality of the SH PDF. By splitting the distribution into two latitude bands (30° -
60°S and 60° - 89°S, not shown), it becomes clear that the right-hand side peak is
due to the lower latitudes and the left-hand side one to the higher latitudes. This is
partly due to the lower frequency of extremes at higher latitudes: the pronounced
near-zero MLV of the PDF is driven by the very high latitudes, where very few 850mb
extremes are seen. The PDFs for NH JJA and SH DJF share the same qualitative

features as their wintertime counterparts, albeit with some quantitative differences.

As is immediately evident from a visual assessment of the PDFs, the contributions of
the top 5 percentiles to the overall integrals of the zonal distributions are significantly
lower than those found in Messori and Czaja [6] for the local extremes. The
contributions for the zonally integrated transport are shown in table |; depending on
the season and hemisphere they range from 13.3% to 16.3%. The values for both i)
the overall and ii) the poleward-only transports are shown. The values displayed are

simply i) the percentage contribution of the selected events to the overall integral of
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the distribution and ii) the percentage contribution of the selected events to the
integral of the positive-only portion of the distribution. Since almost all of the zonally

integrated transport values are positive, the two contributions are almost identical.

As a point of comparison, the last column in table | shows the contributions found in
Messori and Czaja [6] for local extremes relative to the single-point PDFs. Compared
to these, the contributions of the zonal case may seem extremely small. However, it
is instructive to compare the latter to the weight of the events above the same
numerical threshold in a Gaussian distribution. To obtain these values, Gaussian
profiles with the same means and standard deviations as the zonal distributions are
constructed. The portions of the Gaussian distributions above the numerical
thresholds corresponding to the 95" percentiles of the re-analysis distributions are
then selected, and their weight relative to the full integral of the Gaussians is
computed as a percentage. The resulting values are shown in the third data column
of table I, and are 3 to 5 times smaller than the values found for the actual reanalysis
distributions. There is therefore some basis for calling the top percentiles of the

zonally integrated transport distributions “zonal extremes”.

Having established that there is reason to discuss zonal extremes, the next pertinent
question to address is how these zonal events might relate to the local extremes
discussed in previous studies [5, 6, 9]. We consider the following three hypotheses

concerning the origins of large values of zonally integrated heat transport:

a) They are due to synchronised local extremes at several gridpoints
around a given latitude. Namely, several single-gridbox extreme events
occurring on the same day, at the same latitude.

b) They are due to a larger than average transport across all longitudes,
with no significant contribution from the local extremes. That is, to a
generalised increase in the transport across large stretches of the
latitude circle, without necessarily implying a higher than normal
frequency of extreme events at fixed locations.

c) A combination of points a) and b) above.

Since a large portion of the meridional heat transport in the mid-latitudes is driven by
baroclinically unstable waves, it would be natural for large bursts to be spread over
multiple longitudes (and not single unrelated points). In fact, a synoptic or mesoscale

eddy will cover several gridboxes. In addition to this, several low pressure systems,
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typically associated with large heat transports, can coexist around a given latitude
circle, further strengthening hypothesis a). Hypothesis c) is essentially a relaxed

version of a), and is therefore also plausible following the above arguments.

At the same time, Messori and Czaja [9] found that long length scales and time
periods, beyond those typically associated with baroclinic motions, play an important
role in the power spectrum of meridional heat transport by transient motions. This
points to the possibility that a larger than average transport across a broad range of
longitudes might also contribute to the zonal extremes. Hence, it is not possible to

exclude a priori option b).

To test hypothesis a) robustly, one can first of all consider the fraction of days with no
local extremes around a given latitude circle. For non-extreme zonal days, this
corresponds to between 30% and 44% of the data points, depending on the
hemisphere/season combination. Here, a data point refers to meridional transport
integrated over a given latitude on a given day. For extreme zonal days, the values
lie between 16% and 31%. For all season-hemisphere combinations, the values for
the extreme zonal days are lower than those for the non-extreme ones. The fact that
a significant portion of latitudes displaying zonal extremes do not correspond to any
local extremes immediately suggests that perhaps hypothesis c) is a more

appropriate interpretation than hypothesis a).

To further test hypothesis a), one can investigate what happens when there are local
extremes at a given latitude. To this end, it is instructive to analyse the PDFs of the
number of local extremes around a full latitude circle on days corresponding to zonal
extremes and on all other days, excluding days/latitudes with no local extremes. If
the PDFs for the extreme zonal days were to peak at significantly larger values than
those for all other days this would suggest that, when local extremes are present,

zonal extremes come about because of local extremes.

Panels a) and b) in [fig. 3] show the resulting PDFs for NH DJF and SH JJA,
respectively. White bars correspond to data for zonal extremes, while grey bars
correspond to data for all other days. For NH DJF [fig. 3a], the zonal extremes PDF’s
MLV and mean are both larger than the non-extreme PDF’s ones by a factor of
approximately three and two respectively. The distributions for SH JJA [fig. 3b], NH

JJA and SH DJF (not shown) present a very similar pattern. In all four
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hemisphere/season combinations, the PDFs for extreme and non-extreme zonal

days are statistically different under a two-sample Kolmogorov-Smirnov test.

Hypothesis a) above would imply that the two PDFs have almost no overlap, since
local extremes would be the only drivers of zonal ones. On the opposite, hypothesis
b) would correspond to approximately equal PDFs for both extreme and non-extreme
zonal days. Even though the distributions in [fig. 3] are statistically different, there is
still considerable overlap between them. In physical terms, we therefore interpret the
above results as corresponding to a background flow-driven scenario, with a
contribution from the increased number of local extreme events (hypothesis c). This
is in agreement with the speculations made above concerning mid-latitude baroclinic
systems. The zonal heat transport is therefore characterised by a weak
synchronisation effect, whereby zonal extremes do, in part, result from synchronised
local extremes, but they have a much weaker impact on the overall transport

distribution than their single-point counterparts.

4. DISCUSSION AND CONCLUSIONS

The present paper examines zonally integrated meridional atmospheric heat
transport due to transient eddies, focussing on low levels in the mid and high
latitudes. Previous studies have already shown that the local transport is
discontinuous in nature, and is very sensitive to a few extreme events every season

[5, 6, 9]. Here, it is shown that a similar picture can be applied to the zonal view.

The reanalysis data indeed shows that the zonally integrated transport is modulated
by large pulses, which account for a sizeable portion of the net seasonal transport.
These are found to be partly due to numerous local extremes occurring
simultaneously around a given latitude circle. However, the zonal events also have a
significant contribution from increased transport at non-extreme locations. This
suggests that scales larger than those associated with the extremes act to enhance
the transport over wide areas of the latitude circle. Such inference is in agreement
with the results of Messori and Czaja [9], who found that long length scales and time
periods, beyond those typically associated with baroclinic motions, play an important
role in the power spectra of meridional heat transport by transient motions. The

importance of larger scales has also been discussed by Wen and Ronghui [10].
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The percentage contributions of zonal extreme events to the net zonally integrated
meridional heat transport are significantly lower than those found for local extremes
in Messori and Czaja [6]. They are still, however, 3 to 5 times larger than those found
for Gaussian distributions with the same means and standard deviations as the
transport PDFs.

Both hemispheres display a pronounced variability on a zonally integrated level,
which translates into the existence of zonally integrated transport extremes. The
existence of such extremes is very significant for the energy balance of the high
latitudes. The last decade has seen unprecedented sea-ice loss in the arctic basin,
which has been underestimated by almost all climate models [11]. There are studies
suggesting that anomalous atmospheric heat transport convergence at high latitudes,
driving local long-wave forcing, could be playing a significant role in this process [7].
A more systematic analysis and modelling of the variability of zonally integrated
meridional heat transport, and a study of the possible changes in variability resulting
from climate change, would therefore be crucial in order to better understand the

future of the polar regions.
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7. IMAGES AND TABLES

Contribution of extreme events to meridional atmospheric heat transport
in the ERA-Interim Reanalysis

Hemisphere Season Zonal integration % weight Local events % weight
Net  Poleward- Gaussian Net
only Equivalent
N DIJF 16.2 16.0 3.00 56.8
JJIA 15.2 15.1 3.03 61.5
S DJF 16.3 16.3 3.31 533
JJA 13.3 13.3 4.63 43.5

Tab. 1 Percentage contribution of the top five percentiles of V'H' events in DJF and JJA to net and
poleward-only meridional atmospheric heat transport due to transient eddies. The data cover the 850
mb level at all latitudes from 30°N to 89°N and from 30°S to 89°S. The first three data columns refer to
zonally integrated values. The last column to single-gridbox values. The zonal analysis covers the
period June 1989-February 2011. The local analysis the period December 1993-August 2005. The
“Gaussian Equivalent” column indicates the contribution of events above the same numerical
thresholds as the zonal extremes, relative to Gaussian distributions with the same means and
standard deviations as the reanalysis distributions.

Fig. 1 PDFs of zonally integrated atmospheric heat transport due to transient eddies for a) NH
DJFs and b) SH JJAs. Both PDFs are plotted over the same bins. The data cover the 850 mb
fields from June 1989 to February 2011. All latitude circles between 30° and 89°N and S are taken
into account. The skewnesses of the PDFs are a) 0.83 and b) 0.34. The corresponding most likely
values are a) 5.0 x 10" Wm?g™" and b) 5.0 x 10" Wm?kg™. The vertical lines show the bins
corresponding to the most likely values.
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Fig. 2 PDF of atmospheric heat transport due to transient eddies. The data cover the 850 mb fields for
NH DJFs, from December 1993 to February 2005. All latitudes between 30° and 89°N are taken into
account. The skewness of the PDF is 3.00. The corresponding most likely value is 9.9 x 10° kag'1.
The vertical line shows the bin corresponding to the most likely value. This figure has been previously
published as [fig. 1c] in Messori and Czaja [6].

Fig. 3 PDFs of the number of local extreme events around a full latitude circle for days which are in the
top 5% (white) and days which are in the bottom 95% (grey) of the distributions of the zonally
integrated atmospheric heat transport due to transient eddies. The PDFs cover a) NH DJF and b) SH
JJA data. The data range is the same as in figure 1. Only days/latitudes with at least one local
extreme are considered. The most likely values are respectively a) 92 (extremes, in white) and 28
(non-extremes, in grey) and b) 90 and 30. The corresponding means are respectively a) 71 and 39
and b) 76 and 38. The vertical lines show the bins corresponding to the most likely values.
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Abstract

Following the work on Lagrangian diffusion undertaken by V. Rupolo, a large-scale
tool for systematic analyses of the dispersal and turbulent properties of observed
ocean currents and the subsequent separation of dynamical regimes according to the
prevailing trajectories taxonomy in a certain area is presented in this study, this
methodology has been extended to the analysis of model trajectories obtained by
analytical computations of the particle advection equation using the Lagrangian open
source software package Tracing the Water Masses of the North Atlantic and the
Mediterranean(TRACMASS), and inter-comparisons have been made between the
surface velocity fields from three different configurations of the global Nucleus for
European Modelling of the Ocean (NEMO) ocean/sea ice general circulation model.
This study aims, moreover, to shed some light on the relatively unknown turbulent
properties of near-surface ocean dynamics and their representation in numerical
models globally and in a number of key regions (Agulhas leakage). These results
could be of interest for other studies within the field of turbulent eddy diffusion
parameterization in ocean models or ocean circulation studies involving long-term

coarse-grid model experiments.

Keywords: Global ocean circulation, Lagrangian diffusion
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1. INTRODUCTION

Rupolo 2007a,b identified the utility of the relationship between the time scale of
acceleration and that of the velocity of Lagrangian trajectories, and classified these
trajectories into four homogenous classes according to their correlation and
dispersion properties, this classification is better known as trajectories taxonomy.
These works clearly highlights the role of ocean coherent structures in defining time
scales for the diffusion of, for example, a tracer, as well as developing methods of
Lagrangian analysis for identifying the average trend of ocean currents. He showed
that the Lagrangian time scales could be obtained from the inverse use of
Lagrangian Stochastic Models (LSMs; e.g., Veneziani et al. 2004), proposed a
screening method for rationalizing the data analysis using the time-scale
relationships, and successfully applied it to both drifter and Argo float observations.
In the present study, his data analysis methods have been extended to study and
evaluate trajectories from both surface drifters and an ocean general circulation
model (OGCM) with different grid resolutions. Indeed the main scope of this study is
to evaluate the representation of near-surface dynamics in non eddy-permitting (1°),
eddy-permitting (1/4°), and eddy-resolving (1/12°) OGCM configurations by means of
the Rupolo screening technique (Rupolo 2007a), and thereafter compare the
outcome with the corresponding results from 20 years of observed drifter tracks. The
manuscript is outlined as follows: section 2 provides an overview of the theoretical
framework of this study, section 3 describes the drifter observations and the synthetic
trajectory datasets, section 4 presents and discusses the results, and finally section 5

offers some conclusions.

2. METHODOLOGY

This section will serve as a summary of the theoretical considerations presented in
the study by Rupolo (2007a), and these results will subsequently be applied to
trajectory data in a standard Lagrangian framework (cf. LaCasce 2008). The
trajectories taxonomy will be specified in order to facilitate the identification of the
turbulence regimes in the vicinity of the observed and modeled drifter tracks. For
more details about the theoretical background used in this papers see Nilsson et al.
(2013). The “Rupolo ratio” is defined as the following acceleration and velocity

timescale ratio for each trajectory:
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YR=Ta/Tv.

This ratio, as proposed by Rupolo (2007a) has proven to be a powerful large-scale
tool for the separation and categorization of ocean trajectories associated with
different dynamical regimes. In his study, the dynamical characteristics of trajectories
adhering to different intervals of the Rupolo ratio (0 <yr <1) were described and four
dynamical classes were identified, hereafter referred to as “Rupolo classes.” The
trajectories in each Rupolo class share features in terms of shape, velocity
correlation properties, and the relationships between EKE and Lagrangian correlation
length scales. Ocean turbulence covers a wide range of dynamical features, from
large-scale low-frequency motions to small-scale high-frequency whirls, and an
attempt will be made to accommodate the observed and modeled trajectories in
these Rupolo classes (cf. Table 1). The Rupolo ratio can be interpreted as a
geometric factor; when it is close to zero and the acceleration is not resolved, the
trajectories are characterized by jagged motion, as the particles suddenly change
direction, while the yr ratio is near one when the acceleration is resolved and the
motion is thus much smoother.

The Class-I trajectories (0 < yr < 0.2) are described by large-scale motions influenced
by high-frequency variability in the velocity fields. The Class-II data (0.4 <yr <0.8), on
the other hand, show intermediate flow characteristics, such as meandering around
low-frequency large-scale structures (i.e., around Class-| data), though they appear
to be less influenced by high-frequency motions. The low-frequency motions are
typically characterized by geostrophic turbulence and are here described in terms of
both Class-Ill and Class-IV data. The Class-IV trajectories (yr= 1, Yosc. > 1, Where y osc.
is the non-dimensional parameter computed by the ratio between the oscillatory and
the memory time scales, Nilsson et al., 2013) are characterized by coherent
structures of rapid whirls, typically trapped in eddies with determined length scales,
and are often surrounded by Class-lll trajectories (yr=1, vosc. <1) that meander
between eddies of different sizes in a less energetic turbulent background field,
showing only sporadic looping features. Given the fact that looping and non-looping
trajectories are often found side by side (cf. Veneziani et al. 2004), an objective
separation of trajectories in Rupolo classes is recommended before detailed
investigations of the local near-surface ocean dynamics can be undertaken. In what
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follows, we have adopted the taxonomy separation method to both observed drifter
data and synthetic trajectories obtained from offline integrations of model velocity
fields.

3. MODEL AND OBSERVATIONAL DATASETS

For the purpose of comparing two-dimensional Lagrangian trajectories from drifter
observations with surface-velocity-field output from global OGCMs, an open-source
Lagrangian trajectory code [Tracing the Water Masses of the North Atlantic and the
Mediterranean (TRACMASS)] was set up for the different OGCM grid resolutions for
subsequent integration of synthetic trajectories. Surface drifter data (Lumpkin and
Pazos 2007) were collected and processed by the Atlantic Oceanographic and
Meteorological Laboratory (AOML) under the Global Drifter Program, formerly World
Ocean Circulation Experiment—Surface Velocity Programme (WOCE-SVP). The
observed datasets are kindly made available from 1979 to the present through the
Integrated Science Data Management (ISDM) system (http://www.meds-sdmm.dfo-
mpo.gc.cal/isdm-gdsi/drib-bder/svp-vcs/index-eng.asp). In the present study,
observed drifter data were gathered for a 20-yr period (January 1991-December
2010) and ordered in continuous non overlapping 64-day segments. In total, 46.136
of these were stored for analysis. The drifter positions in these trajectory segments
were smoothed by a horizontal boxcar filter in order to reduce signals from inertial
and sub inertial motions, which is common practice in mesoscale studies. The ocean
velocity fields were obtained from fully prognostic configurations of the global
Nucleus for European Modelling of the Ocean (NEMO), an ocean—sea ice general
circulation model (Madec et al. 2012), and the model experiments were forced using
the bulk method along with 6-hourly atmospheric fields of the so-called Drakkar
Forcing Set, version 4 (DFS4). The horizontal resolution of the model configurations
varies from coarse (1°; ORCA1, where ORCA stands for Oceanic Remote Chemical
Analyzer) to finer eddy-permitting (1/4°, ORCAO025) and eddy-resolving (1/12°,
ORCA12) grids (cf. Table 2). Finally, the synthetic Lagrangian trajectories were
calculated from the modeled Eulerian velocity fields by 64-day long integrations of
the particle advection equation, starting at the observed initial positions of each
observed drifter segment. Due to the fact that there was not access to 20 years of

model fields for the three configurations, a seeding strategy that would yield a
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reasonable global coverage of synthetic trajectories was applied for the initialization
of the TRACMASS software. This technique (full seed) implied seeding in all drifter-
segment start positions (collected during the period 1991-2010) on their correct days
and months, but during one random model year rather than on the actually observed
year. This method could be regarded as valid under the assumption that the
dispersal properties of the surface trajectories would not vary crucially between one

year and another.

4. RESULTS AND DISCUSSION

The results to be presented here aim, in particular, to highlight the scale dependence
of synthetic surface trajectories and how their dispersal properties vary with the
spatial and temporal resolution of the model velocity fields from which these are
computed. The quality of the model surface velocity fields were, moreover, evaluated
and to some extent validated by the comparisons made between the observed and
synthetic drifter tracks.

4.1 Lagrangian statistics at global scale.

Sensitivity tests were undertaken to estimate the differences in the model-derived
Lagrangian statistics from a long-term period (11 years; exact seed) compared to a
random year (1997 and 1999; full seed); the choice of years being dictated by the
availability of the model velocity fields (cf. Table 3)

The outcome from the exact- and full-seed techniques using the ORCA025-5d model
fields were compared to observations, and the estimated time scales and their
corresponding variances (cf. Table 3) were found to be similar, and, moreover,
showing nearly twice as large model values as those observed, in agreement with
previous results due to Doos et al. (2011). Thus, it was concluded that the less costly
(in terms of CPU time and storage demand) full-seed method was capable of
providing reliable results and could be applied in the forthcoming Lagrangian
analyses. From this first standard Lagrangian analysis, it can be deduced that higher
spatial resolution increases the realism of the OGCMs in terms of global-average
energy content of the flow for all frequencies and yields the best representation of the
global-average absolute dispersion of the synthetic drifters (cf. Drifter absolute
dispersion and the corresponding velocity autocorrelation times in Fig. 1 and velocity

spectral diagrams in Fig. 2). However, with increasing spatial model resolution, more-
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frequent model output would be recommended to avoid that the faster smaller scale
motions be filtered by the coarse time-averaged fields. Next, it will be investigated if
the synthetic trajectories are capable of describing reasonable turbulence regimes on
a global scale compared to drifter observations.

4.2 Global Maps of the Rupolo Ratio.

Global-average Rupolo-ratio estimates based on observed and synthetic trajectory
data are provided in Table 3 where all the model values are comparable to the
observations within the given errors. However, some configurations do better than
others. For example, the Rupolo ratio based on the ORCA1-5d trajectories is greatly
underestimated compared to the other model configurations, this is due to the fact
that the coarse-resolution model cannot resolve the mesoscale dynamics, cf. Fig 3.

In Fig. 4b this becomes particularly evident in areas that should be characterized by
a high Rupolo ratio, showed yr values near 0O instead of yr =1, indicating the obvious
fact that the model only sees the mean flow of the meandering current system and its
eddies (i.e., the acceleration of the flow is not resolved by the stochastic model).

The yr maps based on the ORCA025 datasets presented in Figs. 4b and 4c show
similar features compared to the observations in Fig. 4a, with yr =1 (smooth flow)
near the western boundary currents and the Antarctic circumpolar current in the
Southern Ocean, and yr=0 (jagged currents) in the central parts of the global ocean
sub-basins. The results from the 6-h-average output yielded distinctly separated
smooth regions from adjacent quiescent areas with low yr values (even too low
compared to observations), while the smooth areas in the 5-day-average velocity
fields are more wide stretched, extending into the central parts of the sub-basins.
Because the ORCA12 horizontal resolution is to be regarded as eddy resolving, more
mesoscale features would be expected to be present in the model output compared
to the results from the coarser-grid configurations. However, the ability to create
vortices could also yield increased sources of errors in the surface velocity fields,
which should be taken into consideration. But in order complete this error analysis,
and to exclude that the inaccuracies in the Rupolo-ratio map are not related to the
time averaging of the ORCA12-5d data, a future study dealing with Lagrangian
analyses of more-frequent output from this model configuration would be necessary.
In summary, the spectral energy content in the ORCA12 dataset was found to be the
closest to the observed values (cf. Fig. 3), compared to the ORCA1-5d and
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ORCAO025-5d data within the observed frequency range. However, detailed studies
showed that the global-average “eddy energy” in the ORCA12-5d system was not
always located in the correct regions, but rather was homogeneously distributed over
the entire modeled global ocean, thus yielding an exaggerated amount of smoothly
looping data in the interior of the global ocean sub-basins. The relatively realistic
energy distribution of the global-average ORCA12-5d spectra could, in part, be due
to the fine tuning of the model configuration, while the excess smoothness in areas
that should be characterized by highly variable quiescent flow could be the product of
an insufficient application of spatially varying eddy-diffusivity coefficients in the
diffusion operators.

4.3 Regional study: Agulhas leakage

Separating observed and modeled trajectories in Rupolo classes as part of the
Lagrangian analyses yields information of the flow characteristics that could not have
been obtained by traditional methods (e.g., EKE or looper and no-looper analyses).
Figure 5a) illustrates observed data while 5b-e) show the corresponding synthetic
drifters crossing westward the 20°E meridional in the Agulhas retroflection area.
From these results it is clear that a eddy-resolving model is needed to correctly
represent the dynamics in this area. The data from ORCA1 present estimates of the
mean flow of the surface currents, while the higher resolution models show more
accurate trajectory features. Fig 6 presents a zoom in over the Southern Atlantic of
the Rupolo ratio map, and also a specific map over the observed drifter tracks in their
passage from the Indian Ocean to the southern Atlantic trough the Agulhas
retroflection zone.

These data show that the modelled Agulhas leakage improve with spatial and
temporal resolution, where nearly 30% of the synthetic “Indian Ocean drifters” cross
both sections at 20°E and 35°S; in agreement with our observational results and
those in Richardson 2007.

5. CONCLUSION

When applying numerical methods for studies of ocean circulation, it is crucial to
make the best trade off when it comes to choosing the size of the grid of the model

configuration as well as the time-averaging window of the model output in relation to
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the characteristics of the dynamical features that are to be analysed. In this study,
surface velocity fields from three NEMO/ORCA grid configurations (non-eddy-
permitting ORCA1, eddy-permitting ORCA025, and eddy-resolving ORCA12) have
been assessed, and the influence of the output frequency on the surface dynamics in
ORCAO025 has been evaluated. The analyses were undertaken in a Lagrangian
framework where observed drifter tracks were confronted with model trajectories
sharing the same start positions, and the Lagrangian time scales were estimated
through stochastic modelling.

The dispersal properties of the observations were found to be in full agreement with
those presented by Rupolo (2007a), and his method for rationalising ocean trajectory
data proved to be very useful for evaluating the quality of the simulated surface
dynamics by comparisons with drifter data.

The results from the trajectory screening method and the subsequent scale
separation of the data using the Rupolo ratio, were presented both as global-average
distributions and as global turbulence maps for all model configurations. These maps
can be used to identify areas where the time scales of the modelled ocean flow have
been accurately resolved compared to observations. The global-average absolute
dispersion improved when the model resolution was upgraded to the ORCA025 grid,
and some further improvements were obtained applying the 6-h-average data
compared to the 5-day model fields. Furthermore, it was found that the model output
rate notably influences the velocity power spectral slope for the simulated
trajectories, and the ORCAO025 results gave (yet lacking generally in energy content)
a more realistic slope at intermediate times when model fields were available every 6
h. Moreover, the results from the eddy-permitting ORCAO025 configurations yielded
reasonable global-average distributions of the simulated dynamical regimes, whereas
the ORCA12-5d data showed an anomalously large amount of smooth looping
trajectory data.

In conclusion, according to traditional Lagrangian analyses, the best representation
of the global ocean dispersion and global-average spectral energy content would be
provided by the eddy-resolving ORCA12-5d configuration, while the local
characteristics of the surface turbulent flows were simulated in a more realistic

manner by the ORCA-025 configurations.
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7. IMAGES AND TABLES

Class

YR Yosc Typical features

02 N/A  Low-frequency motion,

high-frequency variability

11 04 <yr<<08 N/A Low-frequency motion,

no high-frequency variability

I <1  High-frequency motion,
meandering
= igh-frequency motion, looper
v =1 High-freq ¥y tion, 1
Tab.1 Rupolo-class definitions
Configuration Ay (60°N, 0”) (km) z levels LorB Kise Eise Available periods
ORCA1 47,111 64 L 2% 10* 600 1999
ORCA025 (5 day) 14,28 64 B -1.5 X 101 300 1991-2001
ORCA025 (6h) 14,28 75 B -1.5 X 101 300 1997
ORCA12 3,9 75 B —-1.25 X 10% 125 1994-99
Tab. 2 ORCA grid characteristics
Datasets Period 1y T 1 YR
Drifters 1991-2010 DFEE6 22+17 05 =04 024 + 044
19912001 * 3017 24+17 0.6 =05 0.28 + 0.43
ORCAI1-5d 1999 5.0+ 24 47 +24 03+13 0.06 + 0.53
ORCA025-5d 1991-2001* 5.6 +23 47 +22 09 =14 0.20 + 0.48
1997 5722 46 +21 11%15 0.24 + 055
1999 58+23 46 %21 11 +1.4 0.25 + 0.53
ORCA025 6h 1997 38+21 32+22 0.6 + 05 0.18 + 0.39
ORCA12-5d 1997 51+22 41+18 10+18 0.26 + 0.67
1999 51+22 40+£19 1117 0.27 + 0.64

*The results from the ORCA025-5d exact-seed experiment during 1991-2001 are provided along with the corresponding results from the
drifter data during this period.

Tab. 3 Lagrangian time scales as well as velocity and acceleration time scales (days), and Rupolo
ratio (i.e., yr) along with the corresponding std-dev for each dataset and period. Drifter values are
based on data from the period 1991-2010 and model values from full seed experiments during 1997
and 1999 (for those available).
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Fig. 1 (a) Global-average absolute dispersion (the corresponding dashed functions indicate the linear
growth of the absolute dispersion in time for t > TL), and (b) velocity auto-correlation time for the
observed and synthetic data sets, as a function of time. Color coding: drifter (black), ORCA1-5d
(blue), ORCA025-5d (red), ORCA025-6h (orange), and ORCA12-5d (green) trajectories.
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Fig.2 Power spectra for total (thick solid), zonal (thin solid), and meridional (dashed) trajectory
velocities [cm2 (52 cpd)'1] as a function of frequency (cpd). Color coding: drifter (black), ORCA1-5d
(blue), ORCA025-5d (red), ORCA025-6h (orange), and ORCA12-5d (green) data.
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Fig.3 Rupolo ratio (binned on a 1/ 4° global grid) derived from (a) drifter observations, as well
as synthetic (b) ORCA1-5d, (c) ORCA025-5d, (d) ORCA025-6h, and (e) ORCA12-5d
trajectories.

Fig. 4 Global Rupolo-ratio bias. (a) Observations:ORCA1-5d fields, (b) observations:ORCA025-5d
fields, (c) observations:ORCA025-6h fields, and (d) observations:ORCA12-5d fields.
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Fig.5 Observed (a), as well as synthetic (b) ORCA1-5d, (c) ORCA025-5d, (d) ORCA025-6h, and (e)
ORCA12-5d westward trajectory crossings of the Cape Agulhas 20°E meridional. Green markers
indicate start points and red markers end points, each segment is 64-days long.

Fig.6 (a) Rupolo ratio: zoom-in over the southern Atlantic and Indian ocean (ACC), based on
observations 1991-2010, showing turbulent areas (class llI-IV) in the Agulhas and Malvina zones as
expected; (b) Distribution of drifters observations crossing westward the 20°E, and, subsequently
northward at 35°S, the segment lengths varying between 32 (light blue), 64 (green), 92 (blue), 180
(red), and 365 days (black), where all start positions are contained in the right box, and the end
positions in the left box.
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Abstract

Storm waves produce the main driving force of the coastal dynamic. The changes of the
energy content and recurrence of storms could modify the sedimentary balance of the
beaches. In this study the storms of the Central-East Tyrrhenian Sea was classified and
changes of wave conditions over the years 1978-2012 were analysed. For the first
purpose, was used the metodology according with existing storm scales. For the second
one, the analysis was performed by Mann-Kendall test. The parameters analysed are:
average wave height, storm recurrence and energy content of storms. The classification
results in five category of storms useful for coastal hazard assessment and planning
purpose. The classes of storms show higher values of energy content for the 4th and 5th
classes than the classification performed for NW-Mediterranean Sea. The presence of
positive trend was detected in average wave height, storm recurrence and the energy
content of storms. In detail, the results of the statistical analysis reveal changes of the
average wave height in the months between August and December while in the other
parameters the changes are restricted to the month of June. The variation on the average
wave intensity and the major storminess during June could have impacted the
morphodynamic of the beaches. The modifications affect the seasonal variation of the
beach morphology aiding a more dissipative profile that result in a lower growth of berm

during summer season with a probable impact on the beach activities.

Keywords: storm classification, Central-East Tyrrhenian Sea, climate change
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1. INTRODUCTION

The coastal systems represent a border area between the sea and the mainland,
conditioned by processes acting on different temporal and spatial scales. Long term
processes as the geological and eustatic and short term processes as seasonal and
extreme storms produce a constant movement of coastal zones seaward and landward.
The waves propagation from deep to shallow waters are the main driving forces of littoral
dynamics and the seasonal variation of wave intensity generate, especially for sandy
beaches, various morphologies of beach profiles determining a constant exchange of
sediment between emerged and submerged beach. The storms are powerful events
generally characterized by strong winds and huge waves able to produce in a short time a
large impact on the coast like inundation and strong erosion phenomena (Katoh and
Yanagishima,1988). These events influence strongly the evolution of the coastal zones
and can significantly accelerate the existing rates of shoreline (Morton and Sallenger,
2003). The amount of seasonal fluctuation depends on the number and intensity of storms
during a particular year (Dewall and Richter, 1977 and Dewall, 1979) and the energy
content drives a number of morphodynamic responses such as beach and dune erosion
and overwash (Edelman, 1972). The classification of storms in the Mediterranean Sea was
presented by Mendoza et al. (2011) for NW Mediterranean sector and based on this
approach the storm scale of the Central-East Tyrrhenian Sea is presented. For this study
was collected a large storm dataset that includes all wave buoy records covering the
largest temporal and spatial variability of events. Furthermore, the analysis of the wave
data is performed to detect changes in energy content and recurrence of storms over last
thirty years. The classification of storm waves is useful for coastal hazard management, to
give the critical scenarios for numerical simulations and to the coastal planning. The
knowledge of the evolution of wave conditions may be useful to further clarify the role of
one of the main driving force of coastal dynamics in the general erosive condition that

currently affects the coasts of Latium region.

2. STUDY AREA AND DATA

The Latium coast is located on the eastern side of the Central Tyrrhenian Sea; the
coastline is 314 Km length divided by 4 physiographic unit where the 74% is dominated by
sandy beaches and 10% by coastal cliffs. Along the coast there are 7 different coastal

morphotypes (Ferretti et al. 2003) where the largest is the delta cusps of Tevere river that
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dominates the central portion of the coast from Torvaianica to Palo Laziale (Fig.1). The
coast of Latium region is concerned since the 80's by strong erosion still in progress
(Berriolo G & Sirito G., 1985; Bellotti et al. 1997) probably due to intense urbanization of
the coastal zone and by the construction of dams and diversions along the rivers (Bellotti
et al.,1997; La Monica et al., 1996). Furthermore, the natural factors as eustatic variations
and subsindence contribute to increase the erosion trend. The information about the wave
climate was retrieved by 3 wave buoys of National Wave Network (RON) and ENEL
located in the south, offshore to Ponza (RON), and in the north, offshore to Capo
Linaro(RON) and Torrevaldaliga (ENEL) represented in fig.1. The period of wave recording
is extended not continuously from July 1989 to March 2008 for Ponza buoy, from July
2009 to February 2012 and 2013 for Capo Linaro buoy and from 1994 to 2001 for
Torrevaldaliga buoy. The storm's classification proposed in this study is based on the
methodology of Mendoza et al. (2011) where “real wave characteristics” are taken into
account. In order to detect the long term trend of wave conditions the ERA-Interim dataset
extended from 1978 to 2012 (ECMWF) was analysed. These wave data was chosen
because they have 34 years of continuous data with 0.75° of spatial resolution along the

study area that allow to retrieve good spatial resolution of the study area.
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3. METHODOLOGY

In order to create the classification of storms, the criteria proposed by Mendoza et al.
(2011) were used to identify the different storms that generate a significant impact on the
coast in term of coastal erosion. The criteria used to identify storm are the following:

- significant wave height exceeds a threshold value of 2 m during a minimum period of 6 h
- storm involving two extreme episodes with a maximum inter-event separation of 72 h

- a period of Hs < 1.5 m shorter than 6 h is considered a single two-peaked storm

Once the storms were selected, for every one was computed the energy content, the
mean wave height, maximum wave height, mean direction, mean peak period and peak
period associated to maximum wave height. The energy content [m2.hr] is a function of
intensity and duration of phenomena and the formula is expressed by the following

formulation:

t1
E = J Hs*dt
t2 (1)

where t1 and t2 define the storm duration.

In order to obtain a "single storm dataset", every event recorded in every wave buoy were
integrated into a dataset that taken into account the spatial variability over the study area
(Mendoza et al., 2011). The categories of storms were obtained by euclidean cluster
analysis and average linkage method placing a restriction on the maximum number of
groups in 5 categories so as to maintain analogies with the existing scale of storms
(Simpson, 1971; Saffir, 1977; Dolan and Davis, 1992; Mendoza and Jimenez, 2008). The
evolution of wave climate was analysed using non-parametric test, usually exploited to find
features, as environmental trend (Helsel, 1987). In particular the Mann-Kendall test (Mann,
1945; Kendall, 1975; Hirsch et al, 1982; Hirsch and Slack, 1984) is frequently used to find
trend in climatological time series (Sneyers, 1998). In order to analyse the temporal
evolution of wave conditions over last 30 years the parameters of monthly mean wave
height, monthly energy content, monthly recurrence of storms and the sum of yearly
energy content for each storm class were analysed by Mann-Kendall tests, performed
trough the Computer Program USGS (Dennis et al.,2005). The variables were computed
by averaging the values retrieved from three grid points of Era-Interim wave dataset

(ECMWF), located respectively on the north, centre and south of Central-East side of
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Tyrrhenian Sea (Fig. 1). The monthly mean wave height was obtained by LOWESS
smoothing (Cleveland 1979, 1985; Chambers et al. 1983) while monthly energy content
and monthly recurrence values were obtained by the monthly sum. The Seasonal Mann-
Kendall test was performed on monthly data while the distribution of changes over the

months along the time period was analysed by the Mann-Kendall test (Kendall, 1975).

4. RESULTS

The result of cluster analysis is shown on Fig 2 where the dendrogram obtained by cluster
analysis shows the different groups of storms. In table 1 is presented the energy value for

each class and the related storm intensity.
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Fig. 2 Denrogram of storm classification using cluster analysis (solid lines). Dashed lines indicated the 5
classes selected

3242525282?2930?

Class Energy content (m>hr) Category
1 <250 weak
2 250-500 moderate
3 501-1000 significative
4 1001-2000 severe
5 >2000 extreme

Tab.1 Storm energy content for each class

The total number of storms amounts to 673 events but this value represent the integration
of the different datasets. In detail, 90 events were selected by Capo Linaro buoy (RON),

119 from ENEL buoy and 464 from Ponza buoy. The largest value found on the buoy of
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Ponza depends both to the record length (1989-2008) and more exposed location to

storms.

The scatter plot of storm events sorted by class allow to highlight the variability in every

class in terms of wave period and height.
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Fig. 3 Group scatter of each class in duration and intensity

The directional distribution of storms show a large sector of propagation 200° wide.

Between 90° and 290°N there are two main directions from W and SW, that describe the

variability observed along the study area. The largest storms come from the directional
sector between 245 and 280°N.
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Fig. 4 Directional distribution of storms (left) and time series of two storms recorded by Ponza wave
buoy (red) and Torrevaldaliga wave buoy (blue)

On the right of figure 4 is possible to see the spatial variability of intensity and direction
during the same storm. In detail, the behaviour of storms shows more western waves in
the southern portion than the northern portion, where the prevailing waves come from
south. In addiction, the wave intensity appear generally lower in the northern area than
southern.

The mean value of height (Hs), period (Tp) and time period for every class of storm can be

seen on the table 2.

Clazs Mean Hs (m) | Mean Tp (sec) | Duration (hr)
1 279 8.34 15.41
2 371 9.43 41.82
3 4.28 9.91 50.5
4 4 61 9.95 592 .45
=] F.02 1 130.5

Tab.2 Mean values for each storm class

Regarding to the temporal evolution of waves conditions the Mann-Kendall test results can
be seen on the tab.2 where tau value and p-value define, respectively, the trend and its

statistical significance.
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Seasonal Mann-Kendall Test
Data tau p-value
Montly Wave 0.184 0.00001
Height
Montly Storm 0.06 0.0617
Energy
Montly Storm 0.068 0.0348
Recurrence
Mann-Kendall Test
Data tau P-value
1 Class 0.0535 0.6672
2 Class 0.1165 0.3423
3 Class -0.0018 1
4 Class -0.0018 1

Tab. 3 Seasonal Mann Kendall Test and Mann Kendall test results

The monthly average wave height and the recurrence of storms, show a real positive trend
while energy content of storms don't show a significant change along the time period. The
results of the different classes of storms lacks of a real trend and the fifth class wasn't
analysed for the few number of data. The results of the analysis performed for every
months over the time period show positive trend for the monthly wave height in summer

and autumn while the recurrence of storms has a significant variation in June (Fig.5).

Fig. 5 Correlation tau for each month of storm recurrence (sx) and wave height (dx) over 1978-2012, dashed

line represent the 95% of confidence

Regarding the monthly energy storm, the p-value obtained by Seasonal Kendall Test
(tab.3) is very close to the threshold of null hypothesis acceptance. Thus, the monthly
energy content was analysed in detail. The analysis for each month show a significant

change in June (Fig.6).
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Fig. 6 Correlation tau for each month of energy content, dashed line represent the 95% of confidence

5. CONCLUSION

The analysis about the storms of the Central East Tyrrhenian Sea shows two main
direction of waves. In detail, the behaviour of storms shows more western waves in the
southern portion than the northern portion, where the prevailing waves come mainly from
south. The wave intensity appear generally lower in the northern area than the southern.
The observed variability is produced by the morphology of the sea basin, that affect the
fetch length, and the area of generation of storms linked to the cyclogenesis areas in
Mediterranean Sea (Radinovic, 1987; Trigo et al. 2002; Nissen et al. 2010). The energy
content for the higher classes, obtained by Mendoza et al. (2011) for the NW-
Mediterranean Sea, has larger values. The fifth class starts from a value twice as large
than classification made for the Catalan coast. The statistical analysis performed on the
wave conditions over last thirty years show the increase of average wave height during
summer and autumn while the storms are more frequent and more intense in June. The
changes observed on the wave intensity on medium term could alterate the morphology
and sedimentology of sandy beaches (Hayashi et al. 2012) since the intensity of waves
drives the magnitude of littoral currents. At Italian latitudes, summer is characterized by
lower wave motion and beaches develop toward reflective stage that produce the growth
of emerged beach. Therefore, the increase of storm's recurrence during June may have
affected the seasonal dynamic of the beach profile. The increase of storminess could
produce the lower growth of the berm during summer season preventing the natural
recovery of the beaches. The changes observed could increase the regressive trend of the

shoreline with a consequence on the beach activities.
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Abstract

This study presents the results of high resolution (0.125°) climate simulations over
the Mediterranean area performed with an optimized configuration of the regional
model COSMO-CLM driven by ERA-Interim Reanalysis (period 1979-2011) and by
the output of the global model CMCC-CM (period 1979-2100). Model results have
been analysed in terms of two-meter temperature and precipitations with the aim of
assessing the capabilities in reproducing the main features of the Mediterranean
climate. Climate projections, under the new IPCC RCP4.5 and RCP8.5 emission
scenarios, show a strong warming expected in the XXI century, associated with
substantial precipitation changes. Data presented in the present work have been
largely adopted to perform different impact analyses in various international projects
such as Perseus, Orientgate and national project (i.e. Gemina).

Keywords: Regional climate simulations, Mediterranean area, climate projections
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1. INTRODUCTION

The Mediterranean area is situated between Northern Europe and African Continent
(two heavily different regions, by climate terms), so its peculiar position determines a
complex whole of conditions and features, that makes it a worthy subject to analyze,
since border regions are very sensitive to small perturbations. The circulation is
characterized by the presence of sub-basin gyres, intense mesoscale variability and
a strong seasonal signal. Any minor change occurring in this circulation system (e.g.
shifts in the location of mid-latitude storm tracks or subtropical high pressure cells)
may trigger considerable alterations of Mediterranean climate [1]: for such reason,
also increasing concentrations of greenhouse gases deserve a particular attention
(e.g. [2])- Under these conditions, Mediterranean area is considered a great point of
interest also defined "hot spot" for future climate change projections [3]. A
considerable impact on agriculture, tourism and water resources is expected and it is
important to provide high resolution climate change projections to decision makers, in

order to perform adaptation/mitigation policies.

An exhaustive review of climate projections over the Mediterranean region has been
presented by Giorgi and Lionello [1]: it is based on ensembles of global (PCMDI) and
regional (PRUDENCE project [4]) climate simulations according with different SRES
emission scenarios: they gave a collective picture of a substantial drying and
warming of the Mediterranean area (precipitation decrease of about 25-30% and
warming exceeding 4-5 °C), associated with increasing anticyclonic circulation over

the region, which causes a northward shift of the mid —latitude storm track.

In Europe several coordinated ensembles of high resolution regional climate
simulations exist: some of these are based on grid size down to 25 km and on the
previous generation of emission scenarios (i.e. ENSEMBLES) [5]. The recent
CORDEX project [6] and in particular the MED-CORDEX initiative [7] aims to perform
climate simulations at resolution of about 12 km, considering the new RCP emission

scenarios.

The main aim of this work is the development of high resolution climate projections
(about 14 km) over the Mediterranean area (including also Black Sea) with the
regional climate model COSMO-CLM: a control simulation, driven by ERA-Interim
Reanalysis [8] has been conducted over the period 1979-2011. Moreover, two
simulations driven by the global model CMCC-CM [9] have been performed over the
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period 1971-2100, employing the IPCC RCP4.5 and RCP8.5 emission scenarios
[10], chosen as representative of a world with less (RCP4.5) or more (RCP8.5)

pronounced radiative impact.

2. MODEL AND DATA

COSMO-CLM [11] is the climate version of the operational non hydrostatic
mesoscale weather forecast model COSMO-LM developed by the German Weather
Service (DWD). A short description of the model and of the configuration used has
already been reported in [12], however the main features of the model set-up are
briefly recalled here: the time integration is based on a 3™ order Runge-Kutta
scheme, the Tiedtke scheme is used for convection, the number of vertical levels in
the atmosphere and the number of soil levels have been set equal respectively to 40
and 7.

The area of interest is shown in [Fig. 1]; the horizontal resolution adopted in this work
is 0.125° (about 14 km). ERA-Interim Reanalysis are characterized by horizontal
resolution of about 80 km, while ECHAMS [13] (atmospherical component of CMCC-
CM) by horizontal resolution of 0.75° (85 km), 31 vertical levels and 4 soil levels.

Model evaluation for the whole area, in terms of mean temperature and precipitation,
has been performed using the E-OBS dataset vs.9 [14]: it is a European daily high
resolution (0.25°) gridded dataset for the period 1950-2012 [Fig.2]. The E-OBS
dataset has the disadvantage of a low station density in some areas, but it is the only
observational dataset at daily resolution covering the whole Mediterranean area.

All images presented in this paper have been obtained using CLIME, a special
purpose GIS software integrated in ESRI ArcGIS Desktop 10.X, developed at CMCC
(ISC Division) in order to easily evaluate multiple climate features and to study
climate changes over specific geographical domains with their related effects on

environment, including impacts on soil.
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3. VALIDATION

Model evaluation focuses on two-meter temperature (T2m) and total precipitation,
since they represent the two most basic climate variables and the good
representation of their average values is a precondition for further analyses. The
period 1980-2011 has been considered for the analyses of results, since the first year
of the simulations (1979) has been removed to reduce the spin-up period influenced
by initial conditions. Both the hindcast simulations, respectively driven by ERA-
Interim and by CMCC-CM global model have been analyzed: the first one is cited as
clm_era_int, while the second one as clm_cmcc_cm. The analysis of cIm_era_int
allows the characterization of bias related only to the regional climate model, since
“perfect” boundary conditions have been used. From the comparison with the second
one, instead, the influence of the global model on the results can be quantified. Maps
of seasonal biases have been obtained over the whole domain by means of an
upscaling of the model output on the dataset grid, employing the natural neighbour
technique, without applying any temperature-altitude corrections. Annual cycles have
been obtained considering values on the native grids, without interpolations, on the
seven sub-regions, shown in [Fig. 1], considering a similar subdivision as in Giorgi
and Lionello [1] nominally NW (north-west area), NC (north-center), NE (north-east),
ALPS (Alpine), SW (south-west), SC (south-center) and SE (south-east).

[Fig. 3] displays the annual cycle of T2m bias of c/m_era_int and c/Im_cmcc_cm with
respect to E-OBS for the seven sub-domains considered: for c/m_era_int, a general
warm bias in summer in all the areas is registered (up to 4° C in NE) and a cold bias
in winter in almost all the sub-domains. Concerning Alps, a behavior similar to the
present one has already been highlighted in [12] with a cold bias in winter over high
altitude area, along with a general overestimation in summer. It is also important to
highlight, as shown in Montesarchio et al [12], that a reduction of the temperature
bias over Alpine region is obtained using COSMO-CLM at an higher horizontal
resolution (0.0715°, about 8 km) with respect to the configuration at 0.125° (14 km) .
For cIm_cmcc_cm, a cold bias is registered in most of the areas, with the exception
of NE and SE (summer months).

[Fig.4] shows the seasonal spatial values of T2m bias (in °C) with respect to E-OBS
for winter (top) and summer (bottom). The c/m_era_int exhibits a general cold bias in

winter (with peaks of 4°C over Alps) while in summer a general warm bias occurs,
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especially in the eastern part of the domain. This last feature could be motivated by
the low number of stations available on this area for the E-OBS dataset (see Figure
2). A better agreement is registered in spring and autumn (not shown), in the areas
where the bias never exceeds 2°C (with the exception of the eastern part of the
domain). In all the seasons, a large bias value is registered in correspondence of the
highest mountain chains, such as Alps and Carpathians, especially in winter. The
shortcoming of COSMO-CLM, leading to underestimation of the winter temperature
at high altitudes, has already been highlighted in several works (e.g. [15]). A possible
explanation of the summer positive bias is the deficiency of the model in reproducing
atmospheric dynamics typical of some areas considered: in fact, many RCM and
general circulation models overestimate summer temperature in semiarid regions
(e.g., Iberian Peninsula, North Africa) [16]. The overestimation of summer
temperatures in Eastern Europe is a common feature in previous studies and is often
related to a lack of precipitation and thus drying of the soil, enhancing the sensible
heat flux [17]. The c/m_cmcc_cm has a more pronounced cold bias in winter, with a
general underestimation up to 5°C; this high value is partially due to the bias that
affects the global model output. In summer, the cold bias affecting the GCM
compensates the warm bias registered in c/m_era_int (eastern part of the domain)

leading to a better description of temperature in this area.

[Fig. 5] displays the annual cycle of total precipitation bias of c¢/m_era_int and
clm_cmcc_cm with respect to E-OBS for the seven sub-domains considered. For
clm_era_int, most of sub areas are characterized by underestimation, generally
between 0 and -1 mm/day. Overestimation is registered only in winter and spring
months for ALPS, NE and NC. For c/m_cmcc_cm, overestimation is observed in

winter and underestimation in summer.

[Fig. 6] shows the mean total precipitation bias distribution (mm/day) for both the
hindcast simulations. Concerning c/m_era_int, a general underestimation occurs in
summer in almost the whole domain, with the exception of the southern area, where
a good agreement is registered. In winter, overestimation is observed especially in
the central part of the domain, with high correlation between positive bias and
elevation contour lines, especially over Alps, Carpathians and Caucasus Mountains.
In spring and autumn (not shown) good agreement is registered in wide areas (bias
between 0.5 and -0.5 mm/day). The winter overestimation is very likely due to an
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underestimation of the orographic effects: in presence of a mountainous terrain, the
airflow undergoes a forced lifting, resulting in adiabatic cooling and condensation; if
the resolution of the orography is not fine enough, this effect can be underestimated,
ultimately resulting in overestimation of the precipitation on the lee side of the
mountains. Since summer precipitation is mainly due to convection, the observed
bias proves that the model resolution is not fine enough to capture phenomena such
as localized convection. The c¢Im_cmcc_cm is characterized by a strong
underestimation in almost all the domain in winter, while in summer it is confined to

the Alpine space, with good agreement elsewhere.

It is worth noting that the precipitation biases found can be attributed not only to the
regional model but also to low qualities of the observational data set and to errors on
the estimation of the precipitation registered by the stations, being often the
measurement stations not at the same altitudes as the model grid points [18]. In
particular, the analysis performed by Turco et al. (2013) [19] showed that E-OBS is
not a suitable dataset for spatial climatology of extreme precipitation indices over the
Alpine Region.

Finally, it must be underlined that maximum values of T2m and precipitation biases
registered in the present simulations are slightly smaller than biases that typically

affect most of state of art RCM simulations over Europe [20,21].

4. CLIMATE PROJECTIONS

Two scenario simulations until 2100 have been performed, driven by the global
model CMCC-CM, considering respectively the IPCC RCP4.5 and RCP8.5 emission
scenarios [10] developed in the framework of the 5th Coupled Model Intercomparison
project (CMIP5), which rise the radiative forcing pathway respectively to 4.5 W/m?
and 8.5 W/m? in 2100. [Fig. 7] shows the T2m change projections for the period
2071-2100 compared to 1971-2000 for both scenarios. Considering the RCP4.5
scenario, a general increase of temperature is projected in all seasons. The increase
is more pronounced in DJF, while in JJA the North-East part of the domain is
characterized by negligible variations. MAM (not shown) is also characterized by a
substantial increase, while SON (not shown) by a more homogeneous warming,

Considering the RCP8.5 scenario, distribution anomalies similar to those observed
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for RCP4.5 are found, but with larger increases of temperature: peaks of 8° C are
registered in DJF and MAM. These projections are consistent with the ones provided
by the high resolution RCM ensemble for Europe (EURO-CORDEX) developed at
spatial resolution of 12.5 km employing the RCP4.5 and RCP8.5 scenarios [22]: this
ensemble highlights a robust and statistically significant warming in the range 1 - 4.5°
C for RCP4.5 and 2.5 - 5.5° C for RCP8.5 (annual means). Climate projections for
the Mediterranean region presented in [1], based on PRUDENCE simulations
ensemble for the A1B emission scenario, gave also collective picture of a warming of
the Mediterranean region, especially in the summer season.

Robust changes in precipitation are associated with large increase in temperature:
[Fig. 8] shows the precipitation change projections for the period 2071-2100 with
respect to 1971-2000 for both scenarios. For RCP4.5, in DJF precipitation reductions
are projected in Italy, Greece and Turkey. In JJA, reductions are projected in north-
center Europe. For RCP8.5, substantial precipitation reductions are projected in JJA
over North-Center Europe. Precipitation increases are expected in DJF over France,
Spain and South UK. The general precipitation reduction, along with the increase in
DJF over north ltaly, is in agreement with projections described in [1,23] and is due to
circulation change patterns (increasing anticyclonic circulation) that will interest the
whole Mediterranean region. A discrete qualitative agreement is also observed with
projections described in [22].

5. CONCLUSIONS

In this paper, we have presented regional climate simulations for a Mediterranean
area with COSMO-CLM, driven by ERA-Interim Reanalysis and by the output of the
global model CMCC-CM under RCP4.5 and RCP8.5 emission scenarios. Validation
has been carried out in terms of monthly averaged two-meter temperature (T2m) and
precipitation, comparing model results with E-OBS observational datasets.

Results of the simulations allow for a satisfactory representation of the Mediterranean
climate, being the values of bias found lower than the typical values that affect
regional climate simulations [20,21].

Climate projections show a strong warming expected in the XXI| century, associated
with substantial precipitation changes.
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8. IMAGES AND TABLES

Fig. 1 Orography of the domain simulated and sub-regions considered.

Fig. 2 E-OBS station network.

clm_era_int clm_cmcc_cm

Fig. 3 Annual cycles of bias of two-meter temperature compared with E-OBS dataset for the seven
sub-domains considered.
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clm_era_int DJF clm_cmcc_cm DJF

clm_era_int JJA clm_cmcc_cm JJA
Fig. 4 Seasonal differences, in terms of 2-meter mean temperature (°C), between the output of

COSMO-CLM and E-OBS dataset, for the simulation forced by ERA-Interim reanalysis (left) and the
simulation forced by CMCC-CM (right).

clm_era_int clm_cmcc_cm

Fig. 5 Annual cycles of bias of Total precipitation compared with E-OBS dataset for the seven sub-
domains considered.
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clm_era_int DJF cim_cmcc_cm DJF

clm_era_int JJA cim_cmcc_cm JJA

Fig. 6 Seasonal differences, in terms of daily precipitation (mm/day), between the output of COSMO-
CLM and E-OBS dataset, for the simulation forced by ERA40 Reanalysis (left) and the simulation
forced by CMCC-CM (right).

RCP4.5 DJF RCP8.5 DJF

RCP4.5 JJA RCP8.5 JJA

Fig. 7 Two-meter temperature (°C) climate projections for both scenarios: seasonal differences
between the average value over 2071-2100 and 1971-2000.
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RCP4.5 DJF RCP8.5 DJF

RCP4.5 JJA RCP8.5 JJA

Fig. 8 Total precipitation (mm/day) climate projections: seasonal differences between the average
value over 2071-2100 and 1971-2000.
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Abstract

Possible changes in the intensity of rainfall events associated with tropical cyclones
(TCs) are investigated under idealized forcing scenarios, with a special focus on
landfalling storms. A new set of experiments designed within the U.S. CLIVAR
Hurricane Working Group allows disentangling the relative role of changes in
atmospheric carbon dioxide from that played by sea surface temperature (SST) in
changing the amount of rainfall associated with TCs in a warmer world. Compared to
the present day simulation, we found an increase in TC rainfall under the scenarios
involving SST increases. On the other hand, in a CO, doubling-only scenario, the
changes in TC rainfall are small and we found that, on average, TC rainfall tends to
decrease compared to the present day climate. The results of this study highlight the
contribution of landfalling TCs to the projected increase in the rainfall changes
affecting the tropical coastal regions. Scenarios involving SST increases, project a
TC rainfall strengthening more evident over land than over ocean. This is linked to
the increased lifting effect on the landfalling TCs, induced by an increased instability

of the atmospheric column along the coastal regions.

Keywords: tropical cyclones, rainfall, warmer climate
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1. INTRODUCTION

Heavy rainfall and flooding associated with tropical cyclones are responsible for a
large number of fatalities and economic damage worldwide (e.g., Rappaport 2000
[1]; Pielke et al. 2008 [2]; Mendelsohn et al. 2012 [3]; Peduzzi et al. 2012 [4]).
Despite their large socio-economic impacts, research into heavy rainfall and
flooding associated with TCs has received limited attention to date, and still
represents a major challenge. Our capability to adapt to future changes in heavy
rainfall and flooding associated with TCs is inextricably linked to and informed by our

understanding of the sensitivity of TC rainfall to likely future forcing mechanisms.

Here we use a set of idealized high-resolution atmospheric model experiments
produced as part of the U.S. CLIVAR Hurricane Working Group (US-CLIVAR HWG
report [5]; Walsh et al. 2014 [6]) activity to examine TC response to idealized global-
scale perturbations: the doubling of CO2, uniform 2K increases in global SST, and

their combined impact.

The goal of this study is to quantify changes in the rainfall amount associated to
landfalling TCs at different latitudes, as well as its dependence on different idealized
climate change scenarios. A possible explanation for the more pronounced TC

rainfall increase over land, when compared to the global effect, is also provided.

2. DATA AND METHOD

The reference data used in this study are TC tracks and precipitation. For the former,
we use TC observational datasets available as 6-hourly data from the National
Hurricane Center (NHC) and the U.S. Joint Typhoon Warning Center (JTWC). These
datasets include the location of the center of circulation, maximum wind and
minimum pressure for all the TCs during the period 1997-2006. Over the same
period, the Global Precipitation Climatology Project (GPCP; Huffman et al. 2001 [7];
Bolvin et al., 2009 [8]) represents the reference data to quantify the amount of water
associated with TCs. GPCP data set is obtained by combining satellite and rain gage

data to provide daily global rainfall estimates with a one degree resolution.

To investigate the ability of GCMs in representing TCP and its possible changes in a
warmer climate, we leverage on a set of simulations performed within the US-

CLIVAR Hurricane Working Group. Here we focus on two models, one run by the
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Geophysical Fluid Dynamics Laboratory (GFDL) and one by the Centro Euro-

Mediterrraneo sui Cambiamenti Climatici (CMCC).

Rather than running the same TC tracking algorithm on both the GFDL and CMCC
models, we used the tracks provided by each modeling group. Detailed information
on the ability of climate models in representing TCs can be found in Walsh et al.
2013 [9].

In this study we consider a subset of the simulations available from the US-CLIVAR
Hurricane Working Group data set. More specifically, we use the following four

experiments:

CLIM: this is a climatological run obtained by repeating the SST climatology over the
period 1982-2005 for ten years. It is used to provide a baseline to contrast with the

perturbation studies.

2C: thisis a doubling CO2 experiment. It is obtained by integrating the models with
climatological SST (as in CLIM) but with a doubled concentration of atmospheric

CO2 with respect to the CLIM experiment for ten years.

2K: this experiment is obtained by integrating the models with climatological SST

(as in CLIM) and adding a 2 K globally-uniform SST anomaly for ten years.
2C2K: This experiment is made by combining the 2K and 2C perturbations.

A more detailed explanation of models and simulations can be found in Scoccimarro
et al. 2014 [10].

The amount of rainfall associated with a TC, both in models and observations, is
computed by considering the daily precipitation in a 10°x10° box around the center of
the storm. According to previous studies (e.g. Lonfat et al. 2004 [11], Larson et al.
2005 [12], Kunkel et al. 2010 [13]) a 10°x10° window is more than enough to include

the majority of TC related precipitation in most of the cases.

3. RESULTS

The control simulation (CLIM) performed with the two models reproduces reasonably
well the TC count at the global scale for the present climate, with a 9%
underestimation for the CMCC model and a 16% overestimation for the GFDL model,
compared to the reference value of 93.3 TCs/year obtained from the observation for
the period 1997-2006. The CMCC model also tends to significantly underestimate the
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TC count in the Atlantic basin (not shown) as confirmed by similar analyses using the
coupled version of the ECHAMS atmospheric model (Scoccimarro et al. 2011 [14]).

The simulated interannual variability is slightly overestimated by both models.

In this work, we aim to assess the models’ ability in simulating precipitation
associated with TCs, and quantifying their relative changes for the three different
idealized global forcing scenarios. To examine the TCP contribution to total
precipitation, we accumulated TCP over the 10-year period - representing the
present climate and we compared it to the total precipitation for the same period.
Figures 1 shows the composite of rainfall during the most intense TCs for the
observations (left panel) and models (middle and right panels). Models reasonably

well respresent TC rainfall patterns as deeply described in Villarini et al. 2014 [15].

In the observations the TC rainfall represents a large contribution to the total rainfall
over the North West Pacific, North East Pacific, and North Western part of the
Australian basin (figure 2, upper panel). Over these regions, the amount of
precipitation contribution due to TCs is as large as about 40%, reaching a maximum
of 50% in the North West Pacific. These features are captured by the simulations,
despite the tendency of the CMCC model to underestimate the TCP fraction (figure 2
central panel). In terms of absolute values, the modelled TCP zonal average,
normalized by TC days (hereafter TCPn) shows maximum values at about 15° in
both hemispheres. Both CMCC and GFDL models are able to represent the basic
aspects of the latitudinal distribution of TCPn, with the GFDL model showing a better

agreement to the observations (Figure 2 lower panel).

Changes in TCPn are very similar for the two models, and show a global increase in
the 2K and 2C2K experiments but not for the 2C one (Figure 3). The meridional
distribution of TCPn changes (Figure 3 left panel) in the 2C case shows negative
values over most of the latitudes. On the other hand, the 2K and 2C2K experiments
show positive changes up to 45% when considering the average of the two models
(figure 3, red and green bold lines). The positive increase is more pronounced in the
2K experiment if compared to the 2C2K one. These results are consistent with
Villarini et al. 2014 [15] who found a widespread decrease in rainfall for the most
intense TCs for the 2C experiment and a general increase in rainfall when SST was
increased by 2K. This statement holds regardless of the distance from the center of

circulation and for all the ocean basins.
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Focusing on the coastal region (shaded gray area in small map shown in figure 3),
the TCPn increase in 2K and 2C2K is even more pronounced (Figure 3, right panels),
up to 200%. In these areas even the 2C experiment shows positive changes in most
latitudes. Interestingly the TCPn increase over the coastal regions is less marked at
latitudes already exposed to large amount of TCPn (i.e., between 10°-15° in the
northern hemisphere and 10°-20° in the southern hemisphere) and more evident
northward and equatorward these belts, leading to a more uniform distribution of

TCPn with latitude in a warmer climate.

4. DISCUSSION AND CONCLUSION

It is well known that atmospheric moisture content tends to increase at a rate roughly
governed by the Clausius—Clapeyron equation, while the energy available to drive
convection increases more slowly (e.g., Knutson and Manabe 1995 [16]; Allen and
Ingram 2002 [17]; Held and Soden 2006 [18]; Meehl et al. 2007 [19]). Therefore in a
warmer climate we expect an increase in the water amount associated with
phenomena leading to intense precipitation (such as TCs) larger than what it is

expected in moderate events (Scoccimarro et al., 2013 [20]).

Our results show that the TCP is increased in the experiments with a 2K-SST
increase. On the other hand, in the simulation with doubling of atmospheric CO2, the
changes in TC rainfall are small and we found that, on average, the simulated TC
rainfall tends to decrease compared to the present day climate (Figure 3). Since
environmental humidity was found to correlate with a larger hurricane rain field
(Matyas, 2010 [21]), and because we should expect a strong relationship between
changes in available precipitable water and changes in TCP, we investigated changes
in the vertically integrated atmospheric water content under the different idealized
warming scenarios. All the considered experiments show an increase in the water
content over the tropical belt. The water content percentage increase (not shown here,
see Scoccimarro et al. 2014 [10] their figure 8) is about 1% in 2C, 18% in 2K and 19%
in 2C2K, suggesting that the 1% increment between 2K and 2C2K is mainly due to
the higher atmospheric capability to hold moisture induced by the doubling of CO2, as
shown in the 2C experiment. According to the CC, the lower-tropospheric temperature
change found in the different experiments (about 0.1 K in the 2C, 2.2 K in the 2K and
2.4 K in the 2C2K) should leads to a water content increase of about 1%, 18% and

19% respectively, which is fully consistent with what obtained from the models.
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Despite the increase in water content in all of the three warming experiments, the
doubling of CO2 tends to reduce TCP, whereas the increase of 2 K in SST tends to
increase TCP. The reason should be found in the water balance at the surface: in 2K
and 2C2K experiments (2Ks) we found a strong increase of the evaporation rate over
the tropics (Figure 4, left panel, green and red lines respectively) due to the increase
in saturated water vapour pressure at the surface. The 2K-increase in SST leads to a
net increase of the evaporation rate (E). This can be easily explained considering that
E is proportional to the difference between saturated water vapour at the surface (es)
and water vapour pressure of the lower tropospheric layers (ea), and that es depends
on surface temperature following an exponential law, whereas ea follows the same
law, scaled by a factor (less than 1) represented by the relative humidity. Therefore an
increase in temperature has different impacts on es and ea. The doubling of CO2, on
the other hand, tends to reduce E (Figure 4, blue line) independently of the boundary
conditions. The doubling of CO2 in forced experiments (prescribed SST) induces a
weakening effect on E, since the increase in the lower tropospheric temperature leads
to an increase in ea, associated with no changes in es due to the fixed temperature
forcing at the surface. This effect results in an increase of the atmospheric static

stability in the 2C experiment.

The CO2 doubling tends to slow down the global hydrological cycle by about 2% (see
Table 2 in Scoccimarro et al. 2014 [10]). This is also evident in the meridional
distribution of evaporation and precipitation changes (blue lines in Figure 4 left and
right panels, respectively) during the TC season. The 2 K SST increase induces an
acceleration of the hydrological cycle of the order of 6-7% that is reduced to 4-5% if
associated with the CO2 doubling (Figure 4). The changes found in the hydrological
cycle are strongly influenced by the TC precipitation: a 4% / 6% (2C2K / 2K) increase
in the average precipitation corresponds to an increase of about 20% / 30% in TC

related precipitation.

In summary, the precipitation associated with TCs results in an increase in the
experiments with a 2 K-SST increase and to a decrease when atmospheric CO2 is
doubled. This is consistent with the water balance at the surface, as a 2 K-increase in
SST leads to a net increase of the evaporation rate, while doubling the atmospheric

CO2 has the opposite effect.
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As already mentioned, TCPn increase projected in all of the considered 2 K-SST
warming scenarios is more pronounced over land than what is expected considering
also the TC path over the ocean (Figure 3). It is well known that during landfall, the TC
precipitation tends to increase. This is due, in some cases, to the lifting effect induced
by orographic features (Huang et al. 2009 [22]). In our 2 K-SST warming experiment
the more pronounced increase of the precipitation over land might be related to an
additional lifting effect on the TC, when landfall happens. Keeping in mind the
possibility of an induced lifting effect source, we examined how humidity of the air is
projected to change in the considered 2 K-SST experiments. The specific humidity
over the coastal regions in the CLIM experiment is hundred times smaller than what is
found over the entire domain including its ocean portion (Figure 5, lower left panel
compared to upper left panel). In the 2C experiment, no significant differences are
found in the specific humidity over land (Figure 5, upper right panel). On the other
hand, the two experiments implying 2 K-SST warming, show substantial changes in
the meridional distribution of the specific humidity: in the first levels of the atmospheric
column (between the surface and 300 hPa) there are positive changes, over most of
the tropical latitudes (Figure 5 central and lower right panels): the specific humidity
increase is up to 40% the CLIM value. The more pronounced increase in TCPn over
land in 2 K-SST experiments is consistent with such specific humidity increase in the
lower levels of the atmospheric column: TC at landfall are projected to encounter a
less stable atmospheric column, since the air at the lower levels is wetter. A more
unstable atmospheric column, induced by the availability of more moist air at low

levels, leads to increased updrafts, thus to an increased condensation into droplets.
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7. IMAGES AND TABLES

Fig. 1 Composite mean observed (GPCP, left panel) and modeled (CMCC/GFDL central/right panels)
daily rainfall rate patterns associated to the 10% most intense TCs. The units are mm/day, and the x
and y axes correspond to degrees from the TC center.

Fig. 2 Percentage of water associated with TCs in the control simulation CLIM with respect to the total
annual precipitation. The accumulation is performed by taking a 10°x10° window centered on the
center of circulation. The upper panel refers to the observations, while the central and lower panels to
the CMCC and GFDL models, respectively. Units are [%].
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Fig. 3 Changes in TC related precipitation amount in the 2C (blue), 2K (green) and 2C2K (red)
experiments as a function of latitude. Results are shown with respect to the CLIM experiment. Solid
thin lines represent CMCC results. Dashed thin lines represent GFDL results. The solid thick lines
represent the average of the two models. Units are [%].Left panel refers to the entire TC track. Right
panel refers to TC track over land only (the gray region represented in the small map).

Fig. 4 Changes in evaporation (left panel) and precipitation (right panel) in 2C (blue), 2K (green) and
2C2K (red) experiments as a function of latitude with respect to the CLIM experiment. Solid thin lines
represent CMCC results. Dashed thin lines represent GFDL results. Solid thick lines represent
averaged values. Northern hemisphere values are computed over June-November and Southern
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Hemisphere values are computed over December-May. Units are [mm/d] (left panel) and [%] (right

panel).

Fig. 5 Meridional distribution of the specific humidity during the summer season (June-November) for
the northern hemisphere and December-May for the southern hemisphere). Left panels represent the
present climate (CLIM) modeled results over the entire global domain (upper left panel) and over
coastal regions only (lower left panel). In the right panels specific humidity changes in the three
different scenarios (2C / 2K / 2C2K in upper right / central right / lover right panels), are shown.
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Abstract

Attribution studies on recent global warming by Global Climate Models clearly show
the fundamental role of anthropogenic forcings in driving the temperature behavior of
the last half century. Here, due to the potential benefits that can be derived by a
change in the analysis viewpoint of a complex system, we adopt a completely
different, non-dynamical, data-driven and fully nonlinear approach to the attribution
problem. By means of neural network modeling and analyzing the last 150 years, we
find that the behavior of global temperatures may be attributed basically to
anthropogenic forcings rather than to natural ones and circulation patterns.
Furthermore, the role of Atlantic Multidecadal Oscillation and other circulation
patterns in “modulating” the global temperature curve is clarified. These results
corroborate our previous knowledge from Global Climate Models and give new
insight into the problem of understanding the relative contributions of external

forcings and internal variability in the climate system.

Keywords: attribution, neural modeling, forcings, variability, global temperature
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1. INTRODUCTION

As well known, Global Climate Models (GCMs) are the standard dynamical tools for
catching the complexity of climate system and simulating its behavior [1,2]. In
particular, in the framework of this virtual laboratory we are able to perform attribution
experiments (for instance, by “switching off” some forcings) in order to understand
which factors have mainly influenced the behavior of some variables of climatic
importance, such as the global temperature. The results of these experiments clearly
indicate that anthropogenic forcing (primarily greenhouse gas forcing) is the main

responsible for the recent global warming [3].

Even if the main road for obtaining reliable attribution results is obviously represented
by the application of GCMs to this problem, we think that it is worthwhile to explore
other methods of investigation. The reason for this is threefold. i) The dynamical
structure of GCMs is very complex and, at least in principle, their specific simulation
results could crucially depend on our wide but however limited representation of the
system in the models, and on the delicate balance of fluxes between subsystems, the
relative strength of feedbacks and the different parameterization routines. Ensemble
runs greatly contribute to soften these problems and a big technical work is in
progress on these aspects inside the modelling community, but the perception of
other parts of the scientific community and, especially, of common people often
emphasizes uncertainties which (they believe) could undermine the reliability of the
GCMs’ results. ii) As well known, climate is a complex system and the study of other
complex systems has shown that we often benefit from a change in viewpoint when
analyzing them: e.g., in biology, the molecular biology approach vs. a more systemic
point of view. iii) Both external forcings and internal variability influence the climate
behavior. At present, probably GCMs have not yet shown a satisfying ability in
simulating the behavior of some patterns — such as El Nifio Southern Oscillation
(ENSO) and the Pacific Decadal Oscillation (PDO) — which dominate the internal

variability of global temperature, even if recent results are very promising [4].

In this framework, a neural network (NN) model is adopted for analyzing the
relationships between external forcings and global temperature and for clarifying the
specific role of internal variability. In particular, this allows us to compare the
attribution results coming from two very distinct approaches (GCMs and NNs) and to

possibly increase their reliability.
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Recently, neural modeling found wide application to the topic of climate change [5].
Here we use a specific neural tool developed for handling short time series and

applied to several atmospheric and climatic problems in the past [6-10].

2. DATA

In this paper we consider the following time series of annual data since the middle of
the 19" century to 2007:

- global temperatures (T) from HadCRUT3 combined global land and marine
surface temperature anomalies [11]: data available at

http://www.cru.uea.ac.uk/cru/data/;

- total solar irradiance (TSI) [12], with background from Wang et al. [13]: data

available at www.geo-fu.berlin.de;

- cosmic ray intensity (CRI) from count rates of a polar neutron monitor [14-16]:

data available at ftp.ncdc.noaa.gov;

- stratospheric aerosol optical thickness (SAOT) at 550 nm as compiled by Sato et al.
[17], updated by giss.nasa.gov to 1999 and extended to 2007 with zero values: data

available at http://data.giss.nasa.gov;

- greenhouse gases (GHGs) concentrations [18]: data available at http://
data.giss.nasa.gov; greenhouses gases total radiative forcing (GHG-RF) has been

calculated as in Ramaswamy et al. [19];

- global sulfur emissions (GSE) till 2000 from Stern [20]: data available at http://
www.sterndavidi.com/datasite.html; in absence of reliable global estimates for the

last years, the series has been extended to 2007 with constant values;

- Southern Oscillation Index (SOI), related to ENSO [21-23]: data available at

www.cru.uea.ac.uk/cru/data/soi/soi.dat (since 1866);

- Pacific  Decadal Oscillation (PDO) [24]: data available at
ftp.ncdc.noaa.gov/pub/data/ersst-v2/pdo.1854.latest.st (since

- Aflantic Multidecadal '9%killation (AMO) [25]: data available  at
http://www.esrl.noaa.gov/psd/data/timeseries/AMO (since
1856).
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Here, we consider TSI, CRI and SAOT as natural forcings, GHG-RF and GSE as
anthropogenic forcings, and SOI, PDO and AMO as representative data of natural

variability.

3. ANEURAL NETWORK FOR CLIMATIC ATTRIBUTION

NN modeling is the method adopted here to assess the influence of external forcings
and circulation patterns on global temperature. The application of NNs in atmospheric

and climate sciences is quite recent: see [26-28,5] for some reviews.

Our networks are simple feed-forward ones with one hidden layer and a single output
[29-30]. More specifically, here we adopt an NN tool developed some years ago [31]
for both diagnostic characterization and forecast in complex systems. In the last years

it has been applied to attribution studies at global and regional scales [8-10].

The kernel of our NN tool has been extensively described elsewhere [31,6,10]. Here
we just stress that a sigmoidal transfer function in the hidden layer and a linear one at
the output neuron are adopted. Furthermore, learning from data is performed through
an error-backpropagation training characterized by generalized Widrow—Hoff rules
(endowed with gradient descent and momentum terms) for updating connection

weights.

NNs are very powerful tools and, in general, they are able to find a nonlinear function
that reconstructs in detail the values of targets (in our case, global temperature)
starting from data about inputs (external forcings and, in case, indices of circulation) if
every input—target pair is known to them, and a large number of neurons in the hidden
layer are allowed. But in this case, NNs overfit data and no realistic regression law
can be obtained. Thus, we have to exclude some input-target pairs from the training
set on which the regression law is built and must consider a small number of hidden
neurons. Only if the map derived from the training set is able to describe the relation
between inputs and target on independent sets can we say that a realistic regression
law has been obtained.

If the data set is not so long, as in our case, one must try to maximize the training set.
To do so, we adopt a method described in [10], the so-called “extended leave-one-out
procedure”: see [Fig. 1]. Here, the white squares represent the elements (input—target

pairs) of our training set, the black squares represent the elements of the validation
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set and the single grey square represents the test set. We stop the training when the
error on the validation set begins to increase. The relative composition of training,
validation and test sets change at each step of an iterative procedure of training,
validation and test cycles. A “hole” in the complete set represents our test set and
moves across this total set of pairs, thus permitting the estimation of all temperature
values at the end of the procedure. Furthermore, the validation set is randomly

chosen at every step of our procedure.

Obviously, the results of this extended leave-one-out procedure critically depend on
the random choices regarding the initial weights and the elements of the validation set.
For taking this fact into account and obtaining more robust results, we performed
ensemble runs of our NNs, by repeating 15 times every estimation shown in [Fig. 1]

with new random choices for both the weights and the elements of the validation set.

Finally, after several empirical attempts, 4 neurons were chosen for insertion in the

hidden layer and 15 elements were considered for the validation set.

4. NN APPLICATION AND RESULTS

As in dynamical studies about attribution of the global temperature behavior, even in
our investigation the final aim is to catch the fundamental drivers of the recent global
warming. To do so, due to the nonlinear nature of the climate system and to the
impossibility of applying the superposition principle, it is necessary to work out a
complete model which is able to correctly reconstruct the temperature behavior and,
then, one must to “flatten” the influence of some forcings during the period of
investigation so that the consequences on global T could be simulated (and

appreciated).

Before achieving this stage, we performed some preliminary runs of our NNs in order
to understand which influence can be exercised by the various forcings on the
behavior of temperature. In doing so, we built NNs with annual data of some forcings
and/or circulation patterns in inputs, and considered the annual global temperature

anomalies as the single output.

The first results show that NNs endowed uniquely with natural forcings in input are not
able to reconstruct the increasing trend of the temperature curve, and also the

interannual and decadal variability present in the observations is not correctly caught.
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Furthermore, in the NN outputs a signal of the 11-year solar cycle is emphasized;
however, this cycle is not present, at least with this relevance, in the temperature time
series [Fig. 2]. In other runs in which we have considered also data about cosmic rays,
we discovered that the contribution of the input related to CRI to the output of the
networks is highly irrelevant, so that we decided to exclude CRI as inputs in all the

following runs.

On the other hand, building networks endowed with GHG-RF and GSE as inputs, the
results allowed us to correctly reconstruct the trend of the temperature target-curve

but the NN output-curve was too smooth, with very low variability [Fig. 3].

The obvious next step was to combine natural and anthropogenic forcings in a single
architecture of our networks, by considering NNs endowed with 4 inputs: GHG-RF,
GSE, TSI and SAQOT. The results showed a very good reconstruction of the long-term
trend and some increased capability of catching the interannual variability, even as
ensemble mean, at least in the last decades [Fig. 4]. In particular, the correlation
coefficient R (observed temperature vs. ensemble mean) = 0.89 and the mean square
error MSE = 0.0137 K2, Nevertheless, some underestimations and overestimations
are still visible and the observed curve of temperature anomalies appears more

“modulated” at decadal and multidecadal scales.

At this point, it was worthwhile to analyze in more details the reconstruction results of
this last network by plotting its residuals (ensemble mean — observed T anomalies).
This was done in [Fig. 5], where a non-random nature of the errors of the NN model is
evident. Could this be due to the absence of information about natural variability in our

model?

An interesting numerical experiment can be performed by training a NN model
endowed with data about SOI, PDO and AMO indices to reconstruct the series of
residuals. This has been done and the fundamental result is shown in [Fig. 6]. In this
brief contribution we do enter into statistical details, but, in any case, it is clear that the
consideration of these indices allows us to “attribute” the errors of our model built on
external forcings to the lack of information about natural variability. As a further
information, it is worthwhile to note that other runs (whose results are not shown here
for lack of space), in which one circulation index is pruned at a time, show that,

without AMO data, the residuals are not well reconstructed.
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If now we add the reconstructions performed by the ensemble means of the last two
networks, we obtain the interesting result presented in [Fig. 7], where R = 0.94 and
MSE = 0.0078 K°. Now the temperature curve appears to be well reconstructed, both

in its trend and interannual, decadal and multidecadal variability.

Till now we considered as separated the influences of external forcings and natural
variability, due to their (at least conceptually) different actions on the climate system.
However, our data-driven model could perform better if they are included on the same
level as inputs to the networks. Thus, we trained a further ensemble of NNs endowed
with 7 inputs: GHG-RF, GSE, TSI, SAOT, SOI, PDO and AMO. The fundamental
result is shown in [Fig. 8]. Here R = 0.95 and MSE = 0.0066 K?, and the NN
performance is even better than in the previous case, where we adopted a linear sum
of the influences of forcings and variability. This obviously states the power of this fully

nonlinear method.

At this stage, we have obtained a NN ensemble of models that correctly catches the
behavior of the global temperatures in the last 150 years and, in particular,

reconstructs the recent global warming of the last decades.

As happens for GCMs, when we have validated models, numerical experiments can
be performed on these models by switching off or flatten some external forcing on the
climate system, in order to understand to which influence the phenomenon of recent
global warming can be attributed. Now we have validated NN models and we would

like to follow the same strategy used in GCMs for attribution studies.

To do so, first we saved the structure of our validated 7-input networks (fundamentally
the values of their weights) for each annual target in the ensemble runs. Then we
propagated the signal from inputs to output when the inputs of GHG-RF and GSE
were fixed to the values of the year 1866. In this way we were able to analyze a
simulated situation in which the anthropogenic forcings did not act as drivers of
changes in temperature. The results are very clearly depicted in [Fig. 9]. In this
situation our NN models see no warming, but just natural variability. In particular, an
approximated 60-year cycle is clearly visible, contrarily to the output of GCMs in
attribution studies, which appears more smooth and not “modulated” (see, for

instance, [3]).
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5. CONCLUSIONS AND PROSPECTS

In this paper, an investigation of the attribution problem related to the recent global

warming has been performed by means of a data-driven and fully nonlinear method.

Even if the technique used here is completely independent by dynamical modeling,
we found results resembling those obtained by GCMs in the same framework. The
very similar outcomes of these two kinds of models lead us to look at them with more

confidence and vouch for their robustness and reliability.

In our opinion, the last result depicted in [Fig. 9] is particularly impressive, because
corroborates the attribution results obtained by GCMs (which see in the
anthropogenic forcings the main drivers of the recent global warming) by means of a
completely independent approach and technique, and, at the same time, gives a

deeper insight in the influence of natural variability on temperature behavior.

Just this evidence of the influence of variability in modulating the temperature curve at
several time scales can suggest a further application of NN modeling: the decadal or
multidecadal forecast of temperature behavior starting from emission scenarios and

natural cycles of variability.

N
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8. FIGURES

Fig. 1 Sketch of the generalized leave-one-out procedure adopted in this paper.
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Fig. 2 Output of a single NN run when just natural forcings (TSI and SAOT) are considered as inputs.

Black line: observed temperature anomalies, red line: NN output.

Fig. 3 Output of a single NN run when just anthropogenic forcings (GHG-RF and GSE) are

considered as inputs. Black line: observed temperature anomalies, red line: NN output.
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Fig. 4 Results of networks endowed with natural and anthropogenic forcings as inputs. Black line:
observed temperature anomalies, red lines: NN outputs of single runs, blue line: ensemble mean.

Fig. 5 The residuals show a “multidecadal variability” in the score of the NN model endowed with
natural + anthropogenic forcings as inputs. Black line: residuals (ensemble mean - observed
temperature anomalies), magenta line: 31-year moving average.
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Fig. 6 Reconstruction of the residuals by NNs endowed with data about SOI, PDO and AMO indices
as inputs. Black line: residuals, red lines: NN outputs of single runs, blue line: ensemble mean.

Fig. 7 Reconstruction of the global T as sum of ensemble results of the runs of Fig. 4 and Fig. 6.
Black line: observed temperature anomalies, blue line: sum of the ensemble means.
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Fig. 8 Results of networks endowed with external (natural and anthropogenic) forcings and indices of
natural variability as inputs. Black line: observed temperature anomalies, red lines: NN outputs of
single runs, blue line: ensemble mean.

Fig. 9 Effect of NN simulations in which the anthropogenic forcings are kept fixed at the values of
1866. Black line: observed temperature anomalies, red lines: NN outputs of single runs, blue line:
ensemble mean. No recent global warming, just natural variability!
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Abstract

Before the so-called Mid-Brunhes Event (MBE, 430 kyrs BP), the proxy records show
that the intensity of the interglacials was less important than for the last past five in-
terglacials. Pre-MBE interglacials are characterized by low sea-level, particularly low
CO2 concentrations and cold Antarctic temperatures, whereas post-MBE
interglacials present opposite characteristics. In the present contribution, we
model two glacial inceptions, one representative of pre-MBE interglacials (Marine
Isotope Stage 7, MIS) and one representative of post-MBE interglacials (MIS 5) to
show that low CO2 concen-trations directly impact on the glacial inception processes.
Results show that MIS 7 cli-mate is more favorable to glacial inception than MIS 5
climate. As a consequence, the glacial inception during MIS 7 could have started
before than that of MIS 5. Moreover, results suggest that MIS 7 climate is more
favorable to an extensive glaciation over Eurasia, while MIS 5 climate is more
favorable to larger North American ice sheets. Based on those results and on the
combination of summer insolation and CO2, we pro-pose that some of the pre-MBE
interglacials but not all, could have led to an extensive glaciation over Eurasia.

Keywords: MIS 7 glacial inception, Mid-Bruhnes Event, climate modeling, ice sheet
modeling
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1. INTRODUCTION

Over the last five million years, the Earth’s climate experienced two major transitions.
The first one occurred at the end of the Pliocene, ~3.3 to 2.7 Myrs ago [9] [22], when
the ice sheets started to develop over the Northern Hemisphere. The second one
occurred roughly one million years ago when the frequency of the glacial/interglacial
cycles evolved from 40 kyrs to 100 kyrs [18]. During the last decades, the analysis
of ice cores and marine sediment records revealed that another threshold in global
climate occurred towards 430 kyrs BP, the so-called “Mid-Brunhes Event” (MBE) [12].
The proxy records show that the intensity of the interglacials that occurred before this
event was less important than for the last past five interglacials. Pre-MBE interglacials
are characterized by low sea-level, probably large Northern Hemisphere ice sheets
[10], particularly low CO, concentrations [20] and no CO, overshoots [30]. In particular,
while pre-MBE CO, concentration dropped below 240 ppm, for post-MBE interglacials,
CO, concentration did not drop below 260 ppm. Therefore, the glacial inception that

followed the pre-MBE and post-MBE might reflect this difference.
[Figure 1 about here.]

In the present study, we use a coupled Atmosphere-Ocean General Circulation
Model and an ice-sheet model to simulate the climate and the Northern Hemisphere
ice-sheet distribution representative of a pre-MBE and a post-MBE glacial inception.
We chose to simulate MIS 7 glacial inception period at 239 kyrs BP (interglacial), 236
kyrs BP and 229 kyrs BP (glacial inception). By many aspects, MIS 7 is representative
of pre-MBE interglacial, with low sea-level, low CO,, and low Antarctic temperatures
(Figure 1). Simulating this time period is therefore useful to understand the impact
of low greenhouse gases (GHGs) in glacial inception [31]. In addition, in order to
better stress the impact of low GHGs on the inception processes, we simulate the
mean climate state and ice-sheet distribution of MIS 5, representative of a post-MBE
interglacial. Time slices are computed at 125 kyrs BP (interglacial), 122 kyrs BP and
115 kyrs BP (glacial inception).

The impact of external forcing and of GHGs, on the high-latitudes climate has been
extensively investigated in the context of glaciations and glacial inceptions. Several

studies, e.g. [16] and [3], suggest that the timing and the amplitude of glacial inception
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is affected by the degree of synchronicity between insolation minimum and the drop
in GHGs. [3] further show that, while a decrease in high-latitude summer insolation is
sufficient to trigger glacial inception over North America, a drop in atmospheric CO, is
necessary to trigger a long-lasting glaciation over Eurasia. Finally, another modeling
study shows that, for CO, values ranging from 260 to 290 ppm (typical post-MBE glacial
inception - interglacial values) and a range of orbital parameters close to those of the
last five glacial inceptions, the impact of CO, on perennial snow is more or less similar
to that of orbital parameters [31]. However, this study doe not explore the impact of
GHGs lower than 260 ppm, therefore missing the effect that the particularly low pre-

MBE GHGs might have on the timing and the intensity of glacial inception.

2. METHODS

We use the CESM 1.0.5 which consists in a fully coupled atmosphere-ocean-sea-ice-
land model [8]. The atmospheric component CAM has 26 vertical levels and an hori-
zontal grid resolution of 96x48 (T31) shared with the land component (CLM). The ocean
component (POP, displaced pole located over Greenland) has 60 vertical levels and a
nominal 3° horizontal resolution in common with the sea-ice component (CICE). Since
the CESM 1.0.5 does not include a fully-coupled Ice-sheet Model (ISM), we force the
stand-alone GRISLI ISM [24] using the mean climate states computed from our exper-

iments (Table 1).
GRISLI is a 3D-thermo-mechanical ice sheet - ice stream - ice shelf model, able to

simulate both grounded and floating ice. The grounded part uses the shallow ice ap-
proximation (SIA) [11] whereas ice shelves and ice streams are simulated following the
shallow shelf approximation (SSA) [21]. For more details about the physics, the reader
may refer to [26] and [24]. Mass balance is computed using the Positive Degree-Day
semi-empirical method [23]. Temperature are corrected for elevation changes during
runtime using lapse rates set to 5°C/km and 4°C/km for mean annual and summer
temperatures respectively following [3]. Precipitation is corrected along with temper-
ature corrections assuming that atmospheric vapor content decreases exponentially

with increasing elevation [4].
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2.1 Settings

In total, nine experiments are carried out, all differing in orbital parameters and GHGs
concentrations. MIS 5 interglacial simulation K125 is spin up to 125 kyrs BP time pe-
riod and is used after 400 years of integration to branch the two experiments K122 and
K115 set up with 122 kyrs BP and 115 kyrs BP orbital parameters and GHGs values,
respectively (Table 1). Similarly, MIS 7 interglacial simulation K239 is spin up to 239
kyrs BP time period and used to initialize the two runs K236 and K229 set up using 236
kyrs BP and 229 kyrs BP orbital and GHGs values, respectively (Table 1). In order to
isolate the effect of the low MIS 7 GHGs, three additional simulations, accounting for
MIS 7 orbital parameters but MIS 5 GHG values are carried out, all branched on K239
spin-up experiment, namely K239_GHG, K236 _GHG and K229 _GHG. These nine sim-
ulations have been regrouped in three different sets to increase readability in the follow-
ing sections: MIS5x; 1, accounting for MIS 5 orbital parameters and GHG; MIS7 gy 1.1
accounting for MIS 7 orbital forcing and GHG; MIS7_GHG accounting for MIS 7 orbital
parameters and MIS 5 GHG. Those sets are defined such that the comparison be-
tween MIS7 -y 1., and MIS7_GHG shows the impact of GHG, the comparison between
MIS7_GHG and MIS5x;;;, shows the impact of orbital parameters and the compari-
son between MIS7 ;1,1 and MIS5 ;1 1, gives the impact of GHG combined with orbital

parameters. The detailed settings are summarized in Table 1.
[Table 1 about here.]

The ice-sheet experiments have been designed on a 40 km regular rectangular grid
from ~47°N to the North Pole. Non uniform geothermal heat fluxes are prescribed
after [28]. Since we do not have any precise informations about dimensions of the
Greenland ice sheet for the periods we are modeling, we initialize our experiments with
present-day Greenland ice sheet topography. Two steady-state spin-up of 150 kyrs are
performed using K239 and K125 climate forcing from which, two transient ice-sheets
simulations are carried out, from 239 kyrs BP to 229 kyrs BP and from 125 kyrs BP
to 115 kyrs BP, forced by each of the simulated climate of MIS7 -y, and MIS5.; .1,
sets (Table 1). Furthermore, climate was linearly interpolated between each climate
time slice by using an index representative of the climate evolution from [14] (see [6]

for more details).
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3. RESULTS

On one hand, due to the lower eccentricity combined to a slightly different perihelion
date, MIS 7 time period is generally colder than MIS 5 over Northern Hemisphere (Ta-
ble 1). On another hand, the low obliquity combined to the low eccentricity contributes
to reduce the seasonal contrast during MIS 7 compared to MIS 5 [6]. In addition, MIS
7 GHGs concentrations are by far lower than during MIS 5, which combined to inso-
lation, induces a mean annual cooling over the Northern Hemisphere of 1°C to 3°C
with respect to MIS 5 (Figure 2a to 2c). The strongest negative temperature anomaly
between MIS7 zyy., and MIS55 11, experiments is simulated over the Arctic Ocean. In
MIS7 -y 11, experiments, sea-ice cover 